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Recommender Systems: Example

Frequently Bought Together With Customers Who Viewed This Mobile

Samsung Samsung Galaxy S
BHM1100NBEGINU Advance 19070 (Metallic

Price: Rs.800 Price: Rs, 18999

Transcend Memory Card » Samsung Galaxy Ace

MicroSD 16GB Class 4 55830i (Black, with 2 GB
Price: Rs.640 Price: Rs,9799

Molife M-ML8009WH Samsung Galaxy S3

Pouch for Apple iPhone : (Marble White, with
Price: Rs=288 Rs,270 ) Price: Rs.34900

The Dark Knight Rises (2012)

165 min - Action | Crime | Drama - 20 July 2012 (India)

Your rating:

8.7 Ratings: 8.7/10 from 467,328 users Metascore: 78/100
Reviews: 2,281 user | 663 critic | 45 from Metacritic.com

Eight years on, a new terrorist leader, Bane, overwhelms
Gotham's finest, and the Dark Knight resurfaces to protect
a city that has branded him an enemy.

Director: Christopher Nolan
THE DARK KNIGHT RISES Writers: Jonathan Nolan (screenplay), Christopher Nolan

screenplay), and 3 more credits » Add to Watchlist
Stars: Christian Bale, Tom Hardy and Anne Hathaway

See full cast and crew Next »
Next 6 »

JULY 20
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Recommender Systems: Example

YAaHoOO!

INDIA

TOP STORIES = FINANCE CRICKET ENTERTAINMENT

Pandit Ravi Shankar no more

News in: English
« Ansari meets leaders to resolve quota bill stalemate
« Indian embassy in US not availing services of lobbying firm

G D

The secret of Apollo Hospitals' success

In recent years, the hospital chain is being - India's dangerous airports

challenged by younger players in the » World's biggest airport _ )
business. Apollo's plan of action. » « Latest Business News - Pakistan, UNESCO sign MoU to set up Malala fund

« India successfully test fires nuke capable Agni missile
« EC pulls up Govt. over LPG sop, demands Moily's answer
« Two Algerian pilots die in mid-air collision

« China to open first subway crossing Yangtze river

m « Syrian refugees now number more than 500,000: UN
& « Meeting Michelle Obama best part of year: Kaneswaran

Apollo feels the Y! Trawler: Best Director- Rising Star: Tamil News - &6fl - HM&QsL. - Cuml_CLm - Glﬁq Cwir
heat Dhoni angry? Actress pairs Sonakshi m

rdated 3:52 PM More: Best of Videos News Yahoo! India Autos
13-16 of 56 < >
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Recommender Systems

 Recommend / suggest items to the users

e The recommendations are personalized

e System gathers user feedback

* Feedbacks: Ratings, Like/Dislike, Clicks etc.

e Uses these feedbacks to generate personalized
recommendations

Linked [}} lost-fm

’
msn*" (M Tube. amazoncom YAHOO!

stackoverflow

NETELIK facebool IMDh
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Examples of feedback

MSN News Amazon { Netflix YouTube

Vote up/
down

Ratings
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Few Problems RS Domain

e Rating Prediction

— Predict the rating that a user would give to an
item that he has not rated in the past

1 1 *kk

1 5 Jokokokok
1 6 *kk

1 8 ?

2 1 Yokokokk
2 3 ) © . ¢

2 5 ?

NETFLIK amazon.com IMDh
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Few Problems RS Domain

* [tem Recommendation
— Suggest a list of items to a user

Only
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Preference Relations as User Feedback

-

‘
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Preference Relations: Easier to Give

Feedbacks

12/22/15
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Preference Relations: No Choice
Constraint due to Rating Scale

VER 90 TOP CRITIC.

ONE OF THE YEAR'S Btsr'
ek ok ok

“A MODERN-MASTERPIECE A
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Preference Relations: Address Rating
Biases of the Users

User ID Movie ID Rating User ID Movie ID Rating
1 10 5
1 20 5

® O & ¢
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Research Question

Develop recommender system that uses preference relations

as feedback

Recommender System

Data Store —>

*Not attempting to answer this design question in this talk.
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Research Question

Induce preference relations from existing feedbacks and use

them in recommender systems?

Recommender System

Complete Algorithm

Algo using

\ 4

Preference

v

Data Store

Relations

* Focus of the next part of the talk
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Aggregating preference graphs for collaborative
rating prediction

Presented in
RecSys 2010
Barcelona
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Neighborhood based CF for Rating
Prediction

* Find rating for <test user,
test item> pair

* Similar users rate items
similarly

* For each test user, pick
neighbors / experts

e Use ratings given by those
users to predict ratings
for the test user
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Inducing Preference Relations

o If dui>rluy, we assume that User u prefers
overj

 Why do this?

— rdui, rduj etc. can be noisy. But if many people
say that 7Jui >rlu/, then that information can be
useful

— Allows to connect different items. Helpful for
sparse items.
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Rating profile as preference graph

* Each user’s rating profile is considered as a
preference graph.

* Nodes are the items rated by the user

* Edges denote preference relations over the item
pairs



Outline of our approach

* Given a user (u) and a set of items (I) predict the ratings.

 Phase 1 (Aggregation Phase):
— Represent ratings from each user as preference graph

— Assign weights to the users (or their preference graphs —
algorithm motivated by online learning)
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Weight Assighment Algorithm

Input:

For each item pair ) inu’s graph _
Supplied \

( by test
uuuuu




Create Aggregate Graph

* Aggregate Graph: Weighted combination of the
individual preference graphs

Xabl Wlxab1+ WZXabZ

Weight(a,b) = weighted votes in favor of the relation

Weight(b,a) = weighted votes in favor of the relation
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Recover Ratings from Aggregate Graph

Possible ratings “consistent”
with the edge direction: 3, 4, 5

Back edge

* Assign ratings so as to minimize the total weight
of back edges (W)

* This is the first rating prediction algorithm that
works by looking at preference relations only,
completely ignoring absolute rating information.
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Our algorithm: Phase 2

minimize Z =W + CX

where

W = Z x’i.kle(élkujji + 51;1101:]') + g il?fzik(dra kWai + 5/{,7*& ’wia)

1,€M

KIER
X = Z xir(k — ,u)2
1€ M
kER
1 ifa>p
Oap = c ifa=p
0 ifa<p

subject to Z rir=1,V1I <i<m

k

12/22/15
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Results (on Movielens dataset)

Ratings given (Test <=10 <=20 <= 30 <=40
User)

Pref-GrAgg 1.144 1.122 1.115 1.109
Somers [2] 1.616 1.355 1.295 1.302
UPCC [1] 1.342 1.216 1.174 1.173
IPCC [1] 1.816 1.468 1.324 1.234
RWR [3] 1.263 1.255 1.250 1.248

RMSE corresponding to item sparsity 40
(Maximum number of available ratings for the test items is 40)
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Preference Relation Based Matrix Factorization
for Recommender Systems

Presented in
UMAP 2012

Montreal
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Latent Feature Model: Pictorially

Serious
1 Braveheart
The Cplor Purple Amadeus %
@ Lethal Weapon
Sense and
i Sensibility Ocearis 1] | 7g Geared
toward < T e f— TOWard
females males
The Lion King Dumb and
a7 Dumber
The Princess Independence| |:@2==s
Diaries Day ‘
Escapist

Figure 2. A simplified illustration of the latent factor approach, which

characterizes both users and movies using two axes—male versus female
and serious versus escapist.
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Non Negative Matrix Factorization

* User Vector: p,

* |Item Vector: g,

* Predicted utility: p,q.'

* Objective function to optimize:

min Yy (ru = pug)? + A1 Y pull® + A2 ) il

p,q 3
(uairrui> 'U,EU ZGI

— 15t term is the error on the training data
— Remaining terms are for regularization
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Relative Ratings for ltem
Recommendation (PrefNMF)

0  if u prefers j over 1,
m(u,i,7) = < 0.5 if i and j are equally preferable to wu,
1 if u prefers ¢ over j.
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Modeling users and items using MF

* User representation: p,,
* Item representation: q

* Predicted preference relations: Modeled
using the inverse-logit function

d€f epu.(Qi_Qj)T

(u Z j) 1 —|_ epu(qi_QJ')T

* The features can be learned by optimizing

min 3" (i) = (i) A 3 pal P+ A0 D Nl

p.q
(w,i,7,7m(w,i,7)) ueclU el

es
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Determining item scores

e Score of i:

x(u,i) =3 p,(gi-q) "'
— O(nd) time to compute

e Select Top-K items
(according to scores) for
recommendation
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Using PrefNMF for Item
Recommendation

 PrefNMF gives better recommendation,
specially for the dense users.

* First published algorithm that incorporates
preference relations in the NMF framework

for recommendation.
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Comparing NMF and PrefNMF: All
users

0.035
0.03 |
0.025 |
0.02 | Precision@5
0.015 | /
£
NMF -
PNMF —a—
0.01 : ' ' ,
0 50 100 150 200 250

12/22/15

Number of Dimensions—>

0.035

0.03

0.025 t

0.02

0.015

0.01

Precision@10

NMF -
PNMF —&—

50 100 150 200

Number of Dimensions =2

X-axis represents number of features. y-axis represents Precision@k.
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Comparing NMF and PrefNMF: Dense
users

0.045
0.04 |
0.035 |
0.03 | , ..
/ Precision@5
0.025 | '
0.02+ /
NME —+--
PNMF —a—
0.015 . ' ' .
0 50 100 150 200 250
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Number of Dimensions =2
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Number of Dimensions =2

X-axis represents number of features. y-axis represents Precision@Kk.
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Rating Prediction Using Preference Relations
Based Matrix Factorization

Presented in
FactMod Workshop in UMAP 2012

Montreal
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Rating Prediction using PrefNMF

* User and item representations are learned
using the previous algorithm (PrefNMF)

* The score should be mapped to rating

u, u, u,
l, Personalized Scaling
s [ o f s [ e ] - |

12/22/15 Presentation at CPRML, IITH
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Personalized Scaling

* Suppose u has rated | different items: | ={i,, i,,
o i1
. Correspondmg ratings are: R ={r ., Mo o Iy}
* Use this to learn a linear function:
Foic = Ay (U,ip) + B,
* Can be achieved by solving the following
optimization function

min g [2« (ru,ik - ay(u,i) — B)°]
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Experimental Results

* Performed on two different samples (D1, D2)
of Netflix data

#Ratings 124,637 485,333
#Users 3229 22920
#ltems 1255 1232
Sparsity 96.9% 98.2%
Minimum #ratings by any user 20 10
Maximum #ratings by any user 449 455
Average #ratings for any user 38 21
Minimum #ratings for any item 1 16
Maximum #ratings for any item 652 16,

Average #ratings for any item 99 394



Comparing Prediction Accuracies

Algorithm MAE RMSE
Results on D1 PC-CF [1] 1.0765 1.5543

[Lower values are
better] Som-CF [2] 1.2068 1.6678
Pref-CF [5] 1.0579 1.4783
Improvements Pref-GrAgg 0.7650 1.0850

. (o) . [v)
MAE:5.9%, RMSE: 3.2% NMEF [4] 0.8085 11278
PrefNMF-RP 0.7199 1.0505
Algorithm MAE RMSE
Results on D2

[Lower values are PC-CF [1] 0.9602 1.4001
better] Som-CF [2] 1.0898 1.5300
Pref-CF [5] 0.9759 1.3665

Improvements
NMF [4] 0.8525 1.1832

12/22/15 Presentation PrefiNIMF~RP 0.7153 1.0267




Summary

* Use of preference relations as feedback eliminates
some of the drawbacks of absolute ratings.

* Explained preference relations based algorithms in
both the collaborative Filtering and NMF framework.

e The described methods work better than methods
from literature on benchmark datasets.

* Need to understand the issues that may exist in a real
system that supports preference relations based

feedbacks.
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Thank you

12/22/15
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Questions??
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