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Recommender	Systems:	Example	
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Recommender	Systems:	Example	
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Recommender	Systems	
•  Recommend	/	suggest	items	to	the	users	
•  The	recommenda5ons	are	personalized	
•  System	gathers	user	feedback	
•  Feedbacks:	Ra5ngs,	Like/Dislike,	Clicks	etc.	
•  Uses	these	feedbacks	to	generate	personalized	
recommenda5ons	
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Examples	of	feedback	

MSN	News	

Click	

Amazon	

Click	

NeRlix	

Ra5ngs	

YouTube	

Vote	up/
down	
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Few	Problems	RS	Domain	
•  Ra5ng	Predic5on	

– Predict	the	ra5ng	that	a	user	would	give	to	an	
item	that	he	has	not	rated	in	the	past	

	
User	ID	 Item	ID	 	Ra3ng	

1	 1	

1	 5	

1	 6	

1	 8	 ?	

2	 1	

2	 3	

2	 5	 ?	
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Few	Problems	RS	Domain	

•  Item	Recommenda5on	
– Suggest	a	list	of	items	to	a	user	
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Preference	Rela3ons	as	User	Feedback	
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Preference	Rela5ons:	Easier	to	Give	
Feedbacks	
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Preference	Rela5ons:	No	Choice	
Constraint	due	to	Ra5ng	Scale	
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Preference	Rela5ons:	Address	Ra5ng	
Biases	of	the	Users	

User	ID	 Movie	ID	 	Ra3ng	

2 10 4 
2 20 3 
2 30 3 

User	ID	 Movie	ID	 	Ra3ng	

1 10 5 
1 20 5 
1 30 4 

A	 B	A	 B	
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Recommender	System	

Research	Ques5on	

Develop	recommender	system	that	uses	preference	rela5ons	
as	feedback		

Data	Store	 Algo	

*Not	a_emp5ng	to	answer	this	design	ques5on	in	this	talk.	
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Recommender	System	

Research	Ques5on	

Induce	preference	rela5ons	from	exis5ng	feedbacks	and	use	
them	in	recommender	systems?	

Data	Store	
Algo	using	
Preference	
Rela5ons	

Complete	Algorithm	

*	Focus	of	the	next	part	of	the	talk	
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Aggrega5ng	preference	graphs	for	collabora5ve	
ra5ng	predic5on	

	
	

Presented	in		
RecSys	2010	
Barcelona	
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Neighborhood	based	CF	for	Ra5ng	
Predic5on	

•  Find	ra5ng	for	<test	user,	
test	item>	pair	

•  Similar	users	rate	items	
similarly	

•  For	each	test	user,	pick	
neighbors	/	experts	

•  Use	ra5ngs	given	by	those	
users	to	predict	ra5ngs	
for	the	test	user	
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Inducing	Preference	Rela5ons		

•  If	 ​𝑟↓𝑢𝑖 > ​𝑟↓𝑢𝑗 ,	we	assume	that	User	𝑢 prefers	
𝑖 over	𝑗		

	
•  Why	do	this?	

–  ​𝑟↓𝑢𝑖 , ​r↓uj  etc.	can	be	noisy.	But	if	many	people	
say	that	 ​𝑟↓𝑢𝑖 > ​𝑟↓𝑢𝑗 , then	that	informa5on	can	be	
useful	

– Allows	to	connect	different	items.	Helpful	for	
sparse	items.	
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Ra5ng	profile	as	preference	graph	

• 	Each	user’s	ra5ng	profile	is	considered	as	a	
preference	graph.	

• 	Nodes	are	the	items	rated	by	the	user	

• 	Edges	denote	preference	rela5ons	over	the	item	
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Outline	of	our	approach	
•  Given	a	user	(u)	and	a	set	of	items	(I)	predict	the	ra5ngs.	
•  Phase	1	(Aggrega3on	Phase):	

–  Represent	ra5ngs	from	each	user	as	preference	graph	

–  Assign	weights	to	the	users	(or	their	preference	graphs	–	
algorithm	mo5vated	by	online	learning)	

–  Compute	weighted	aggrega5on	of	the	graphs	

w1	 w2	 w3	 w4	 w5	

G1	 G2	 G3	 G5	G4	

G	
w1	 w2	 w3	 w4	 w5	

G1	 G2	 G3	 G5	G4	
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Weight	Assignment	Algorithm	

For	each	item	pair	(							)	in	u’s	graph		A	 B	

w1	 w2	 w3	 w4	 w5	

w1	 w2	 w’3	 w4	 w’5	

G1	 G2	 G3	 G5	G3	Input:		

x	 x	

Supplied	
by	test	
user	u	
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Create	Aggregate	Graph	

•  Aggregate	Graph:	Weighted	combina5on	of	the	
individual	preference	graphs	

a	 b	xab1	

a	 b	xab2	

a	 b	xab3	

Weight(a,b)	=	weighted	votes	in	favor	of	the	rela5on	{b	
is	be_er	than	a}	

Weight(b,a)	=	weighted	votes	in	favor	of	the	rela5on	{a	
is	be_er	than	b}	

a	 b	

w3xab3	

w1xab1+	w2xab2	
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Recover	Ra5ngs	from	Aggregate	Graph	
A,	
3	

B,
2	

Back	edge	

A,	
3	

B,
?	

Possible	ra5ngs	“consistent”	
with	the	edge	direc5on:	3,	4,	5	

• 	Assign	ra5ngs	so	as	to	minimize	the	total	weight	
of	back	edges	(W)	

• 	This	is	the	first	ra5ng	predic5on	algorithm	that	
works	by	looking	at	preference	rela5ons	only,	
completely	ignoring		absolute	ra5ng	informa5on.	
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Our	algorithm:	Phase	2		
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Results	(on	Movielens	dataset)	

Ratings given (Test 
User) 

<= 10 <= 20 <= 30 <= 40 

Pref-GrAgg 1.144 1.122 1.115 1.109 
Somers [2] 1.616 1.355 1.295 1.302 
UPCC [1] 1.342 1.216 1.174 1.173 
IPCC [1]  1.816 1.468 1.324 1.234 
RWR [3] 1.263 1.255 1.250 1.248 

RMSE	corresponding	to	item	sparsity	40	
(Maximum	number	of	available	ra5ngs	for	the	test	items	is	40)	

Improvements	vary	from	5%	to	9%	
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Preference	Rela5on	Based	Matrix	Factoriza5on	
for	Recommender	Systems	

	
Presented	in		
UMAP	2012	
	Montreal	
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Latent	Feature	Model:	Pictorially	

Figure	taken	from	[4]	
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Non	Nega5ve	Matrix	Factoriza5on	

•  User	Vector:	pu	
•  Item	Vector:	qi	
•  Predicted	u3lity:	puqiT	
•  Objec3ve	func3on	to	op3mize:	

– 1st	term	is	the	error	on	the	training	data	
– Remaining	terms	are	for	regulariza5on	
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Rela5ve	Ra5ngs	for	Item	
Recommenda5on	(PrefNMF)	

Presenta5on	at	CPRML,	IITH	 27	12/22/15	



Modeling	users	and	items	using	MF	
•  User	representa3on:	pu	
•  Item	representa3on:	qi	
•  Predicted	preference	rela3ons:	Modeled	
using	the	inverse-logit	func5on	

•  The	features	can	be	learned	by	op5mizing	
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Determining	item	scores	

•  Score	of	i:	
	x(u,i)	=	∑	pu(qi-qj)	T		

– O(nd)	5me	to	compute	
	

•  Select	Top-K	items	
(according	to	scores)	for	
recommenda5on	

j1	

j3	

j2	 i	

pu(qi-	qj1)T	

pu(qi-	qj2)T	

pu(qi-	qj3)T	

Presenta5on	at	CPRML,	IITH	 29	12/22/15	



Using	PrefNMF	for	Item	
Recommenda5on		

•  PrefNMF	gives	be_er	recommenda5on,	
specially	for	the	dense	users.		

•  First	published	algorithm	that	incorporates	
preference	rela5ons	in	the	NMF	framework	
for	recommenda5on.	
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Comparing	NMF	and	PrefNMF:	All	
users	

x-axis	represents	number	of	features.	y-axis	represents	Precision@k.	

Number	of	Dimensionsà	 Number	of	Dimensions	à	

Precision@5	 Precision@10	
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Comparing	NMF	and	PrefNMF:	Dense	
users	

x-axis	represents	number	of	features.	y-axis	represents	Precision@k.	

Number	of	Dimensions	à	 Number	of	Dimensions	à	

Precision@5	 Precision@10	
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Ra5ng	Predic5on	Using	Preference	Rela5ons	
Based	Matrix	Factoriza5on	

	
Presented	in		

FactMod	Workshop	in	UMAP	2012	
Montreal	
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Ra5ng	Predic5on	using	PrefNMF	

•  User	and	item	representa5ons	are	learned	
using	the	previous	algorithm	(PrefNMF)	

•  The	score	should	be	mapped	to	ra5ng	
	

yu,l	yu,1	 yu,2	 yu,3	 yu,4	 …	

ru,l	ru,1	 ru,2	 ru,3	 ru,4	 …	

Predicted	u5li5es	

Ra5ngs	

Personalized	Scaling	
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Personalized	Scaling	

•  Suppose	u	has	rated	l	different	items:	Iu={i1,	i2,	
i3,	…,	il}	

•  Corresponding	ra5ngs	are:	Ru={ru1,	ru2,	…,	rul}	
•  Use	this	to	learn	a	linear	func5on:		
	 	 	ru,ik		=	αuy(u,ik)	+	βu	

•  Can	be	achieved	by	solving	the	following	
op5miza5on	func5on	
	 	min	αβ			[∑k	(ru,ik	-	αuy(u,ik)	–	βu)2]	
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Experimental	Results	
•  Performed	on	two	different	samples	(D1,	D2)	
of	NeRlix	data	

Sta3s3cs	 D1	 D2	

#Ra5ngs	 124,637	 485,333	

#Users	 3229	 22920	

#Items	 1255	 1232	

Sparsity	 96.9%	 98.2%	

Minimum	#ra5ngs	by	any	user	 20	 10	

Maximum	#ra5ngs	by	any	user	 449	 455	

Average	#ra5ngs	for	any	user	 38	 21	

Minimum	#ra5ngs	for	any	item	 1	 16	

Maximum	#ra5ngs	for	any	item	 652	 16,	

Average	#ra5ngs	for	any	item	 99	 394	
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Comparing	Predic5on	Accuracies	
Algorithm	 MAE	 RMSE	

PC-CF	[1]	 1.0765	 1.5543	

Som-CF	[2]	 1.2068	 1.6678	

Pref-CF	[5]	 1.0579	 1.4783	

Pref-GrAgg	 0.7650	 1.0850	

NMF	[4]	 0.8085	 1.1278	

PrefNMF-RP	 0.7199	 1.0505	

Algorithm	 MAE	 RMSE	

PC-CF	[1]	 0.9602	 1.4001	

Som-CF	[2]	 1.0898	 1.5300	

Pref-CF	[5]	 0.9759	 1.3665	

Pref-GrAgg	 0.7623	 1.0738	

NMF	[4]	 0.8525	 1.1832	

PrefNMF-RP	 0.7153	 1.0267	

Results	on	D1		
[Lower	values	are	

beaer]	

Results	on	D2		
[Lower	values	are	

beaer]	

Improvements	
MAE:5.9%,	RMSE:	3.2%	

Improvements	
MAE:	6.1%,	RMSE:	4.4%	
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Summary	

•  Use	of	preference	rela5ons	as	feedback	eliminates	
some	of	the	drawbacks	of	absolute	ra5ngs.	

•  Explained	preference	rela5ons	based	algorithms	in	
both	the	collabora5ve	Filtering	and	NMF	framework.	

•  The	described	methods	work	be_er	than	methods	
from	literature	on	benchmark	datasets.	

•  Need	to	understand	the	issues	that	may	exist	in	a	real	
system	that	supports	preference	rela5ons	based	
feedbacks.	
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Thank	you		

	 	 	 	 	Ques5ons??	
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