
Fundamentals of Linear Algebra 
       and Matrix Theory



Vector space



You should be able to answer the following:

• What is a subspace of a vector space? Given a subset S of a vector space V, do you need
to test whether all 7 propertiesare satisfied? Is there an easier test?

• How do you define linear combinations of vectors?

• What do you mean by linear independence?

• What do you mean by the span of vectors?

• What is a spanning set of a vector space?

• When are vectors said to be linearly independent?
 



• What is a basis of a vector space? Is it unique?

• What is the dimension of a vector space?

• What are the four fundamental subspaces associated with a matrix?

• What is the rank of a matrix, and what is its nullity?

• How do you compute the rank or nullity of a given matrix? What is the computational
complexity of doing so?

• You should know what elementary row operations are, how to convert a matrix 
into the row reduced echelon form (RREF), and the QR decomposition of a matrix



Is the following a vector space? If yes, what is its dimension?







Vectors and matrices: 





Similarity





Determinant



Pairwise exchanges





Determinant



Examples



Another expression for the determinant



Computing the determinant





Gram-Schmidt orthogonalization





Eigenspace



Algebraic multiplicity and geometric multiplicity, linear independence of eigenspaces







Projection matrices and spectral decomposition



Symmetric matrices and their eigenvectors



Spectral theorem







Positive Semidefinite (PSD) and Positive Definite (PD) matrices





Square root of PSD matrix



Singular Value Decomposition (SVD)





Goal: Solve minimization problems

1. Unconstrained minimization

               - closed form solutions

       - numerical methods


