Channel Coding and
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Recap

Memoryless sources
Data compression: rate, probability of error
Source coding theorem
Entropy:
— > px(x)logy px(

xeX

X).
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Channel coding



Digital Communication system

Decoded
:  signal

Effective discrete "channel"

Transmitter
Sampling Source Channel |: | Modulator
A/D convert coding coding D/A 1
.....................................................................................................  Noisy
communication
medium
Reconstructiony Source Channel ;_Demodulator
DJ/A convert decoder decoder |: A/D :
Receiver
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Discrete memoryless channel
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Discrete memoryless channel

n n
rk X Channel Y —
Mri—5) Encoder Decoder _>]wk

Py|x

» M¥ ~ iid Unif({0, 1}¥)
» Memoryless channel:

n
pyoxn(y"IX™) = [ [pyix(vilxi)

i=1
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Common channels

Binary symmetric channel: BSC(p)
X =Y=1{0,1}, and

1—p ifx=y

Pyx (y|x) = {p itx % .
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Common channels

Binary erasure channel: BEC(p)

X ={0,1},Y ={0,1,e}

p ify=e
Pyix(yx)=41—-p ifx=y
0 otherwise.
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Common channels

Additive white Gaussian noise (AWGN) channel

X=Y=R
Yi=x;+Z, i=12....n
where (Z;,...,2Z,) are iid with (0, 02) components.

Power constraint:

n
X712 €S x2 < nP
i=1
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Common channels

Complex slow/quasi-static fading channel

X=YyY=C
Vi = hX; + 2,
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Common channels

Fast fading channel

Yi = hiX; + 2,
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Common channels

Multiple antenna/multi-input multi-output (MIMO) channels

X =Rs Y =R,

Y, =HX; +Z;, i=1,...,n
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Common channels

A simple channel with memory

Yi=aoXi+aiXi_1+...+aXi_k +Z
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Common channels
Insertion/deletion channels
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Channel codes

ﬂ[k_____, Encoder

Xn

Channe
Py|x

yn

Decoder

—y

Encoder: f: {0,1}K — X7
Decoder: g : V" — {0,1}K

Rate:

Probability of error:

Pe = Pr[M* = MK

R=-_

k
n
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Mutual information

X’
IXY)E S pey(x.y) logy PXYX)
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Mutual information

IGY)Z > pxv(x,y)log,
XeX,yey Px

» Mutual information is symmetric

» Measures the information that X gives about Y, or Y gives
about X.

» What happens if X and Y are independent?
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Channel capacity

Maximum rate R for which lim,_, Pe = 0.

Theorem (Shannon)

C = max/(X;Y).
Px
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Capacity of BSC
C=1-Hy(p)

» Hamming distance: dy(x",y")
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Capacity of BSC
C =1-Hy(p)

» Hamming distance: dy(x",y")

» Chernoff bound: dy (X", Y") < np(1 + €) with high
probability
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Capacity of BSC
C=1-Hy(p)

» Hamming distance: dy(x",y")

» Chernoff bound: dy (X", Y") < np(1 + €) with high
probability

» Channel coding as a packing problem
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Relation between entropy and
mutual information

I(X:Y) = HX) — HX|Y) = H(Y) — H(Y|X)
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Classification



Back to classifying spam

Model:
Input email Xy, ..., X, iid ~ px
ps if spam
Px =
pg hot spam (good)
Want

Pr[declare not spam|spam]

to be as small as possible subject to

Pr[declare spam|not spam] < e
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Optimal test

spam if log, 2=
Output P _ 92 gE§n§
not spam if log, .

« chosen to satisfy

ps(X")
Pg(X")

Pr [Iogg > a‘not spam} =€
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Performance of optimal test

1 .
nll_rgo BPr[decIare not spam|email is spam| = —D(ps|/pg),

where

Dipelps) % Y pa(x)log, 22
XeX

Kullback-Liebler (KL) divergence (or the relative entropy)
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KL divergence

» "distance" between distributions

» Not symmetric:
D(pllq) # D(qlr)

I(X;Y) = D(pxy pxpy)-
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Continuous random variables

Differential entropy
def  [*
h(X) £ —J fx (x) log, fx (x)dXx.
—0

Conditional differential entropy

h(X|Y) % f fy (X.) 1085 fx |y (x 1y )dxdly.

Mutual information

IX;Y) = h(X) — h(X|Y) = h(Y) — h(Y|X)
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Caution

Differential entropy is not a measure of the information content
of a system

» Differential entropy can be negative

» Differential entropy is not invariant to invertible
transformations
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Mutual information for continuous
rvs

However, mutual information is more well behaved

> For a continuous channel fy |y, the capacity is

C =max/(X;Y)
fx

» Even for continuous rvs, /(X;Y) = 0.
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Gaussian random variables

» The differential entropy of NV (1, o®) random variable is

h(X) — %|092(27T602)

» The capacity of an AWGN channel is

1 P
C: - ii I()SJZ (:1 4‘ (7:2:> .
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