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Consider the logistic regression setting taught in the lecture. Here.,
the learning task is a bi nahy cla ss| fFicat (o) problem [[F ill
this blank with either “regrédsion” or “multi-class classification”
or “binary classification”. 1/4 mark]]. Let ¢ : X — R" be a
given feature map. The model employed in logistic regression is the

Lineat yvnode ([Fill this blank with the appropriate proper

noun. 1/4 mark]]. The mathematical definition of this model is
given by the expression:

A [ JweR s £6)= oTPwxe X
5 e_/é’fnnp { l &in 2 ) 60) X }

[[In the above blank, use ‘w’to denote the parameter of this model.
1/2 mark]]

The mathematical expression for the loss function used here is:

lw,2,y) = | "?g(’ +é3'ufsﬂ(x3) .

(1 mark]

This loss function can be visualized using the plot below:
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([Fill the plot appropriately to roughly depict the graph of logist'lfc
loss. Clearly label the azes, without which no marks will be given.
1/2 mark]).

If p* is the underlying (unknown) likelihood relating the inputs and
labels, then, the Bayes optimal, restricted to the functions in the
model, is given by the mathematical expression:

f* =@aovn J: L ’}(’ te YJP(X))J
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([No marks will be given if you write general expressions for
Bayes optimal. You need to write the specific expression for
the logistic regression set-up. 1 mark]). Let the training data be
D ={(21,%),...,(Tm,¥m)}. The name of the important assumption
that relates p* to Dis Supey i bed Leann: ne, . [Fill this blank
with the appropriate proper noun. 1 /2 mark). This assumption
formally means the following:
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) [1/2 mark]

The ERM problem in this case is the following mathematical opti-

mization problem: T
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If the ERM solution is denoted by @y, then the label for any z € X
shall be computed using the formula: hiqn GI Q)

(1/2 mark]

Now, say, the training data actually is

2={([a])-([s] =[5 ([3])

and the feature map ¢ is defined by

1

¢ ([ Z ]) = ((Z]_ +Zg)%2) -=-V 21,27 € R.
2 2

Here, a%b is the remainder when a is divided by b. For this case, in

the box below, write down the optimal solution® of the ERM problem

along with justification:

1You are welcome to solve this optimization problem in any way you prefer. For e.g.,
analytically, manually iterating through gradient descent etc.
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. Consider the linear regression

1 mark]

For this specific training data and feature map, suppose we wish to
0-1 loss. Then, run the per-

perform linear classification using the ;
ual calculations and write all

ceptron algorithm in rough using man lons and W&
il convergence including initialization in the

parameter iterates unt ;
box below. For each iterate write down the update equation too. No
other details are required M
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with training

setting taught in lectures
usual convention of set of input,label
— z. Analytically solve the
he final ERM solu-

data as: D = {(2,1),(45)} (
pairs). Consider the feature map ¢(z)

ERM problem in rough work and write down t
ERM — || [[1/2 mark]]. With this solution,

tion in this blank: wy
the explained variance computed on the training set is0" 118 [(Fil
the blank with appropriate number. 1/2 mark]]. Now, consider

another feature map, ¥(z) = f . With this feature map, analyti-

cally solve the ERM problem in rough work and write down the final

g . 2
ERM solution in this blank: wg™ = [,_;;] [[1 mark]]. With this

solution, the explained variance computed on the training set is _&@“‘\

([Fill the blank with appropriate number. 1/4 mark]]. Now, con-
T
1 |. With this feature map,

s e down mg@:;&: -3

analytically solve the ERM problem in rough work and writ
2 o ¥
-3 L), AR
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sider another feature map, ¥(z) =

the final ERM solution you obtained in this blank: wERM = [

: 2
: 48
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([1 mark]]. With this solution, the explained variance computed on
the training set is @ [[Fill the blank with appropriate number. 1/4
mark]). e :

. In the lectures you were taught how to model the Bayes optimal in

a binary classification task using linear functions (over input feature
space). Now suppose you have a multi-class classification problem

" with 3 classes: ‘=, 4", and ‘9". However, still you are only allowed
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to use the linear model taught in lectures. Think about how you can

model the Bayes optimal in a 3-class classification task using t
linear functions. With this way of modelling the Bayes optimal in
mind, according to you, the loss function, [, appropriatie/fo/r this task

g Pt

would be defined by I(w,z,E) = 7L AP0 >-1 l(’w‘—z—ﬂ’%’% Y ngl,-/

1‘(\('”1-4”["") é ('—lf‘)k ) l(w,z, 9) = _3_4 w'r@(&)l_\k( . Here,

w denotes the parameter of the linear model.
/ [1.5 Marks]

Observe that your way of modelling the Bayes optimal with linear
functions has an inherent (‘wrong'?) bias. More specifically, if the
parameter changes a little then the label for a fixed z changes pref-
erentially to one of the other two classes. In this sense, there is am
implicit (unequal) nearness between different class pairs.

Now, suppose you are allowed to model functions of the form f(z) =
WT¢(z), where W is n x 3, where ¢ is a feature map. You may
use the notation W = [w; w; ws), where w; € R™. Think about
how you can model the Bayes optimal in a 3-class classification task
using these ‘3-dimensional linear functions’. With this way of mod-
elling the Bayes optimal in mind, according to you, the loss func-
tion, I, appropriate for this task would be defined by I(W,z,E) =

A g T < T009 £t g KW, ) = U TR <R

e alro o< .
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I(W,2,9) = L TowpsTae) 14 o) 4 UIQ?(x)B.

C/ (2.5 Marks]
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