1(a)

09 May 2019 09:44

This is done in the lecture. That proof uses a 1-d characterization. An alternate easier way to prove is to show that the quadratic function f(x) = 0.5x'Px+q'x+r is convex and then C will be convex simply because C is the level set of f at 0 and by

theorem : "All (non-empty) level sets of convex function are convex". f is convex can be easily showed using Hessian (which is P) is psd (P is given psd). Theorem 21.0.5.

If you did not solve this part it shows you did not even revise lectures!



1(b)

09 May 2019 09:54

Counter example: Consider P is negative identity matrix, q=0,r=0. Then C=\{x | -\|x\|*2 \leO\}= all vectors, which is obviously convex. Therefore converse is NOT true.



1(c)

09 May 2019 09:56
It is enough if you roughly draw an ellipse.

If you drew anything other than ellipse, perhaps you must repeat class X or IX, where conic sections are taught!



2(a)

09 May 2019 09:59

This was derived in lecture and shown that the subdifferential set is the g-norm unit ball, where 1/p+1/qg=1.



2(b)
09 May 2019 10:00

This is a nice quadratic, (hence) differentiable function. We computed gradient of this in the lecture (and it is a very common example otherwise too): x-a. Hence gradient at 0 is -a. Thus sub-differential set is \{-a\}

If you did not do this in exam, then you must repeat class Xl etc, where (partial) derivative of quadratic is taught.



2(c)

09 May 2019 10:03

Using theorem 21.0.1, the sub-differential set is convex hull of the subdifferential sets of the functions that are active. If a\ne0, then only h is active at zero, hence the set is {0}. Else (a=0), then both are active but subdiff of h is contained in

that of g, hence this set is g-norm unit ball.

If you did not do this in exam, it shows you do not remember key results from lectures/notes.



2(d)

09 May 2019 10:04
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Infact CP2 is an instance of conic-quadratic program, which is a special case of SDP, which is in turn a
special case of conic programs. Infact if one writes the conic dual of CP2 (viewing as conic-quadratic
program; see (QD) on page50 of Nemirovski book), then one would get exactly same as CP6, however

with a lot of ease!
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Note that in the special case of linear programs (K is first orthant), then
this simplifies to the well known complementary slackness conditions. So
people usually refer to the above as complementary slackness condition

for conic programs.



