The Instability of Flow Through a Slowly Diverging Pipe With Viscous Heating

The nonparallel linear stability analysis of flow through a slowly diverging pipe undergoing viscous heating is considered. The pipe wall is maintained at constant temperatures and Nahme’s law is applied to model the temperature dependence of the fluid viscosity. A one-parameter family of velocity profiles for the basic state is obtained for small angles of divergence. The nonparallel stability equations for the disturbance velocity coupled to a linearized energy equation are derived and solved using a spectral collocation method. Our results indicate that increasing viscous heating, characterized by increasing Nahme number, is destabilizing. The Prandtl number has a negligible effect on the linear stability characteristics. The Grashof number stabilizes the flow for Gr > 10^6, below which it has a negligible effect. [DOI: 10.1115/1.4004299]

1 Introduction

The dynamics of fluid flows with temperature-dependent properties have been the subject of numerous experimental, theoretical, and numerical studies due to their relevance to practical applications; these include lubrication, tribology, food processing, instrumentation, and viscometry. In polymer processing industries [1], viscous heating plays an important role as many fluids in such applications strongly depend on temperature. In Couette and Taylor-Couette flows the effect of viscous heating has been studied by many researchers via linear stability analysis [2–4] and experimental observation [5]. These systems are widely studied as the Couette and Taylor-Couette (with fixed inner cylinder) flows are always stable to small disturbances. They found that the “critical” Reynolds number (the minimum Reynolds number at which the flow is linearly unstable) decreases as the viscous heating increases. This effect was attributed to the coupling between the velocity perturbations and the base state temperature gradient. Pinarbas et al. [6] showed that viscous heating destabilizes the inelastic fluid flow through a symmetrically heated channel. Costa et al. [7] studied the effect of viscous heating with temperature-dependent viscosity in a symmetrically heated channel flow via linear stability analysis and direct numerical simulations. They found that viscous heating can trigger and sustain secondary rotational flows. Recently, Sahu et al. [8] performed a linear stability analysis to study the effects of viscous heating on Poiseuille flow in an asymmetrically heated channel and found that viscous heating has a destabilizing influence.

The flow through spatially varying geometries, such as, diverging, converging-diverging channels/pipes are common in oil-gas, paint, chemical, and polymer industries, where viscous heating also plays an important role. Isothermal flows through various spatially varying geometries have been studied by many researchers [9–13]. Floryan et al. [10] studied the behavior of the traveling wave disturbances in a converging-diverging channel via a temporal linear stability analysis. They have shown that the variations in the channel geometry destabilize the flow, as compared with the straight channel case. A global stability analysis of the flow through a diverging channel was recently conducted by Swamianathan et al. [9]. They found the instability characterized by the “global” mode obtained from this analysis is qualitatively different from that obtained by parallel and weakly nonparallel approaches. Selvarajan et al. [11] studied the linear stability characteristics of a symmetric wavy walled channel flow. They showed that the fastest growing unstable mode arises due to the waviness of the walls. One particular interest is the work of Sahu et al. [11] who investigated the linear instability of isothermal flow through a slowly diverging pipe. They found that the critical Reynolds number for linear instability of the laminar flow through a diverging pipe is finite, and approaches infinity as the inverse of the divergence angle. An experimental confirmation of this result has recently been obtained by Peixinho [14]. As the above brief review shows, in spite of the number of works carried out in isothermal flow through spatially varying geometries, the effect of wall’s temperature and viscous heating have received far less attention irrespective of the importance of viscous heating effect in many industrial applications. In the present paper the effect of viscous heating on the linear instability of flow through a slowly diverging pipe is studied. As discussed above, like Couette and Taylor-Couette flows, the Hagen-Poiseuille flow is also a system where the flow is linearly stable to any small disturbance. Thus it is fundamentally interesting to study the effect of viscous heating in this system. The effects of viscous heating in Hagen-Poiseuille flow is studied as a special case that can be achieved by setting angle of divergence to zero in the present formulation. The rest of this paper is organized as follows. Details of the problem formulation are provided in Sec. 2, and the results of the linear stability analysis are presented in Sec. 3. Concluding remarks are provided in Sec. 4.

2 Formulation

A pressure-driven flow of an incompressible and Newtonian fluid through a slowly diverging pipe undergoing viscous heating is considered. A cylindrical coordinate system (x, r, θ) is used to model this flow, where x, r, and θ denote the axial, radial, and azimuthal coordinates, respectively. The rigid and impermeable pipe wall is maintained at a constant temperature T̄w. In the literature the effect of viscous heating has been studied using either Arrhenius-type relationships [15,16] or a Nahme-type law [2,4,6,17,18] to model the temperature-viscosity relationship. In the present study the following Nahme-type viscosity-temperature relationship [19] is used that approximates the variation of viscosity of many liquids over a wide range of temperature T. A similar viscosity-temperature relationship was previously used by several authors [2,19,20].
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\[ \mu(T) = \mu_{ref} \exp \left[ -\beta \frac{(T - T_{ref})}{T_{ref}} \right] \] (1)

where \( \beta \) is a dimensionless activation energy parameter which characterizes the sensitivity of the viscosity to the temperature variation; for liquids, \( \beta \) is a positive number, and we restrict ourselves to this case; \( \mu_{ref} \) is the dynamic viscosity of the fluid at the inlet of the pipe at \( T_{ref} \equiv 25^\circ C \).

2.1 The Basic Flow.

Near-similar equations of one-parameter family of velocity and temperature profiles for the basic state is derived at small angle of divergence, where the parameter
\[ S \equiv aRe \] (2)

varies slowly in the axial coordinate \( x \). Here \( Re = U_c(x) \rho R(x)/\mu_{ref} \) is the Reynolds number and \( a(\equiv (dR(x)/dx) \ll 1) \) is the slope of the pipe, wherein \( R(x) \), \( U_c(x) \) and \( \rho \) denote the local radius, local centerline velocity, and density of the fluid, respectively. The basic state is assumed to be axisymmetric and the temperature is fully developed. Thus we neglect variation of temperature in the axial direction. The steady, axisymmetric momentum and energy equations are given by
\[
\rho \left[ U \frac{\partial U}{\partial x} + V \frac{\partial U}{\partial r} \right] = -\frac{\partial P}{\partial x} + \frac{\mu_0}{r} \left[ \frac{\partial V}{\partial x} + \frac{\partial U}{\partial r} \right] + \frac{\partial}{\partial r} \left[ \mu_0 \left( \frac{\partial U}{\partial x} + \frac{\partial V}{\partial r} \right) + 2 \mu_0 \frac{U}{r} \right] \] (3)
\[
\rho \left[ U \frac{\partial T}{\partial x} + V \frac{\partial T}{\partial r} \right] = -\frac{\partial P}{\partial x} + \frac{1}{r} \left[ \frac{\partial}{\partial r} \left( \mu_0 \frac{\partial T}{\partial r} \right) + \mu_0 \left( \frac{\partial U}{\partial x} + \frac{\partial V}{\partial r} \right) \right] + \frac{\partial}{\partial r} \left[ \mu_0 \left( \frac{\partial U}{\partial x} + \frac{\partial V}{\partial r} \right) + 2 \mu_0 \frac{U}{r} \right] \] (4)

\[
\rho c_p \left[ U \frac{\partial U}{\partial x} + V \frac{\partial U}{\partial r} \right] \quad \left[ \frac{\partial T_0}{\partial x} + \frac{\partial T_0}{\partial r} \right] = \frac{1}{r} \left[ \frac{\partial}{\partial r} \left( \mu_0 \frac{\partial U}{\partial r} \right) + \mu_0 \left( \frac{\partial U}{\partial x} \right) \right] + \frac{2}{r} \left[ \frac{\partial U}{\partial x} \right] + \frac{\partial}{\partial r} \left[ \frac{\partial U}{\partial r} \right] \] (5)

where \( \mu_0, c_p, T_0, U, \) and \( V \) represent the dynamic viscosity, specific heat capacity at constant pressure, temperature, axial, and radial velocity components for the basic state, respectively. Eliminating pressure \( P \) from Eqs. (3) and (4) and neglecting the higher order terms, we obtain
\[
\rho \left[ \frac{V}{r} \frac{\partial U}{\partial r} + U \frac{\partial^2 U}{\partial x \partial r} + V \frac{\partial^2 U}{\partial r^2} \right] = \mu_0 \frac{\partial^2 U}{\partial r^2} + \mu_0 \frac{\partial U}{r \partial r} + \frac{1}{r} \left( \mu_0 \frac{\partial U}{\partial x} + \frac{\partial}{\partial r} \left( \mu_0 \frac{\partial U}{\partial r} \right) \right) + \frac{\partial}{\partial r} \left( \mu_0 \frac{\partial U}{\partial r} \right) + 2 \mu_0 \frac{U}{r} \frac{\partial^2 U}{\partial r^2} + \mu_0 \frac{\partial U}{\partial r} \] (6)

The velocity components are then re-expressed in terms of the stream function \( \Psi \) as
\[
(U, V) = \left( \frac{\partial \Psi}{\partial r}, -\frac{1}{r} \frac{\partial \Psi}{\partial x} \right) \]

to satisfy the continuity equation. Substituting the above expressions of \( U \) and \( V \) in Eq. (6), we obtain
\[
\rho \left[ -3 \frac{\partial \Psi}{\partial x} \frac{\partial \Psi}{\partial r} + 2 \frac{\partial \Psi}{\partial r} \frac{\partial^2 \Psi}{\partial r^2} - r \frac{\partial \Psi}{\partial r} \frac{\partial^2 \Psi}{\partial x \partial r} + r \frac{\partial \Psi}{\partial r} \frac{\partial^2 \Psi}{\partial x^2} \right]
\]

\[
\rho \left[ -r^2 \frac{\partial \Psi}{\partial x} \frac{\partial^2 \Psi}{\partial r^2} \right] = \mu_0 \frac{\partial \Psi}{\partial r} + 2 \rho_0 \frac{\partial \Psi}{\partial r} - 3 \rho_0 \frac{\partial \Psi}{\partial r} \frac{\partial^2 \Psi}{\partial x \partial r} + 2 \rho_0 \frac{\partial \Psi}{\partial r} \frac{\partial^2 \Psi}{\partial x^2} \] (7)

The following scaling is employed in order to render Eq. (7) dimensionless:
\[
r = R \tau, \quad \Psi = \frac{U}{R^2 \tau}, \quad (U, V) = \frac{U}{R \tau}, \quad dx = d\tau, \quad \mu_0(T_0) = \frac{\mu_0(T_0)}{\mu_{ref}} \] (8)

where the tildes designate dimensionless quantities. The Reynolds number is assumed to be high and the angle of divergence is small enough, such that, all terms of order \( O(Re^{-2}) \) or \( O(a^2) \) and higher are negligible. After dropping tildes from all nondimensional terms, the resultant equation in the dimensionless form becomes
\[
\left( q \Psi - ar \Psi \right) \left( -3 \Psi + 3 \Psi^2 - 2 \Psi^3 \right) = r \Psi \left( q \Psi + ar \Psi - a \Psi \right) \] (9)

\[
+ 3 \rho \Psi - 3 \rho_\Psi + 3 \rho_\Psi^2 \] (10)

\[
- r^2 \rho_\Psi^2 + r^3 \rho_\Psi \] (11)

Similarly, neglecting the higher order terms, after nondimensionalizing the energy equation by employing
\[
T_0 = \frac{T_{ref} T_0}{\beta} + T_{ref} \] (12)

and then dropping tildes from all nondimensional terms, yields
\[
\frac{T_0}{r} + \frac{\mu_0}{r} + \frac{\nu_0}{r} + \frac{\mu_0}{r} + 4(\nu_0 + \frac{\mu_0}{r} + \frac{\nu_0}{r}) = 0 \] (13)

where \( \nu_0 \equiv \beta \mu_{ref} U_0^2 / \kappa T_{ref} \) is the Naime number and \( \kappa \) is the coefficient of thermal conductivity. It is confirmed that for isothermal flow, Eq. (10) reduces to the axisymmetric Jeffery-Hamel equation [11].

The dimensionless viscosity-temperature relationship for the basic state is given by
\[
\mu_0(T_0) = \exp(-T_0) \] (14)

The coupled Eqs. (10), (11), and (13) are solved using a fourth-order Runge-Kutta method with the following boundary conditions:
\[
U = 0, \quad T_0 = \tau at \quad r = 1 \] (15)

\[
U = 1, \quad U' = 0 \quad and \quad T_0' = 0 \quad at \quad r = 0 \] (16)
where \( r_T = \beta(T_w - T_0)/T_w \). Typical basic state profiles of the axial velocity \( \langle U \rangle \), wall-normal velocity \( \langle V \rangle \) and viscosity \( \langle \mu_0 \rangle \) for different values of Na are shown in Fig. 1. The rest of the parameter values are \( Re = 100 \), \( a = 0.02 \) and \( r_T = 1 \).

Fig. 1 Typical basic state profiles of the axial velocity \( \langle U \rangle \), wall-normal velocity \( \langle V \rangle \) and viscosity \( \langle \mu_0 \rangle \) for different Na values.

The rest of the parameter values are \( Re = 100 \), \( a = 0.02 \) and \( r_T = 1 \).

2.2 Nonparallel Stability Analysis. The temporal linear stability of the base state obtained by solving Eqs. (10), (11), and (13) to infinitesimal, three-dimensional (3D) disturbances is examined. Since the flow under consideration varies significantly in the axial direction a normal mode form can only be used in the time and azimuthal directions. The perturbation in the axial direction can be expressed as a rapidly varying wavelike part scaled by a relatively slowly varying function \([11,22]\), such as

\[
(u, v, w, p, T, \mu)(x, r, \theta, t) = [U(x, r), V(x, r), 0, P(x, r), T_0(x, r),
\]

\[
\mu_0(x, r)] + \text{Real} \left\{ \hat{u}(x, r), \hat{v}(x, r), \hat{p}(x, r), \hat{T}(x, r), \hat{\mu}(x, r) \right\}
\]

\times \exp \left\{ i \left( z(x)dx + n\theta - \Omega t \right) \right\}
\]

where the quantities \( \hat{u}, \hat{v}, \hat{p}, \hat{T}, \hat{\mu} \) and \( \hat{w} \) are the amplitudes of the axial, radial, and azimuthal components of perturbation velocity, respectively; \( p \) and \( T \) denote the amplitude of the perturbation pressure and temperature, respectively; \( z(x) \) is the dimensionless axial wave number (real); \( n \) is the number of wave in the azimuthal direction; \( \Omega = \omega r \) and \( c \) are the complex frequency and the phase speed of the disturbance, respectively. Here \( i = \sqrt{-1} \) and \( \check{u} = (d\mu_0/dT_0)T \) represents the amplitude of the perturbation viscosity. Substitution of Eq. (17) into the Navier-Stokes and continuity equations in cylindrical coordinate \([23]\) followed by subtraction of the base state equations, subsequent linearization and neglecting higher order terms \( O(Re^{-2}) \) or \( O(a^2) \) and higher] yields the following coupled partial differential equations for the perturbation quantities (following the suppression of the hat decoration)

\[
\begin{align*}
-\Omega \mu u + U \left( 2 \frac{U'}{U_c} u + \frac{\partial u}{\partial x} + ikw - \frac{\partial \mu}{\partial r} \right) + \mu \left( \frac{\partial U}{\partial x} - \frac{\partial U}{\partial r} \right) \\
+ V \frac{\partial u}{\partial r} + \frac{\partial U}{\partial r} = -2 \frac{U'}{U_c} p - \frac{\partial p}{\partial x} - ik\mu + \frac{\partial \mu}{\partial r} \\
+ \mu \left[ \frac{\partial^2 u}{\partial r^2} + \frac{1}{\rho} \frac{\partial u}{\partial r} - \left( \frac{n^2}{r^2} + \frac{\partial^2}{\partial \theta^2} \right) u \right] + \frac{1}{Re} \left( \frac{\partial u}{\partial r} + ikv \right) \\
+ \mu \left[ \frac{\partial^2 u}{\partial r^2} + \frac{1}{\rho} \frac{\partial u}{\partial r} - \left( \frac{n^2}{r^2} + \frac{\partial^2}{\partial \theta^2} \right) u \right] + \frac{1}{Re} \left( \frac{\partial u}{\partial r} + ikv \right)
\end{align*}
\]

where \( a = 0.02 \) and \( r_T = 1 \).
Here $U' = du'/dx$, $Gr = \frac{\beta_0 \alpha_0 \theta_0 g R^3}{\mu_0^2}$, and $Pr = \frac{\epsilon_{unr} \kappa}{\kappa}$ are the Grashof and Prandtl numbers, respectively, wherein $\alpha_0$ is the thermal expansion coefficient and $g$ is the acceleration due to gravity. It can be seen that these equations are coupled and the extent of coupling increases with Na. Eqs. (18)–(22) may be rewritten in the form

$$\Gamma \phi(x, r) + g \phi(x, r) = \Omega \delta \phi(x, r),$$  

(23)

where $\phi \equiv [u, v, w, p, T]$ is eigenfunction. Note that a given mode is unstable if $\Omega > 0$, stable if $\Omega < 0$ and neutrally stable if $\Omega = 0$; where $\Omega$ is the imaginary part of the perturbation frequency. The minimum Reynolds number in the neutral stability curve (contour of $\Omega = 0$ in $z$ against Re plot) is referred to as a “critical” Reynolds number, $Re_{cr}$. In the limit (Na,Gr, $U'_{\infty}$, $\phi_0$, $\delta \phi_0$) → 0, these equations reduce to those of Gill [24] and Lessen et al. [25] for the parallel (fully developed) flow through a straight pipe. In the limit ($\beta$, Na,Gr) → 0, we can also recover the nonparallel stability equations of Sahu et al. [11] for isothermal flow through a slowly diverging pipe.

The boundary conditions are obtained from no-slip and no-penetration conditions at the pipe wall and by demanding that all components of the velocity perturbation vary discontinuously with $r$ at the centerline [26]; the values of perturbation temperature at the wall and centerline are zero.

$$u = v = w = p = T = 0, \text{ at } r = 0, \text{ for } n \neq 1$$

(24)

$$u = p = 0, v + iw = 0, \text{ at } r = 0, \text{ for } n = 1$$

(25)

$$u = v = w = T = 0, \text{ at } r = 1$$

(26)

Note that for $n = 1$, we have seven boundary conditions for an eighth order differential system of equations. Thus an extra boundary condition is generated by differentiating the continuity equation with respect to $r$, and using the no-slip boundary condition at the wall.

$$\frac{\partial v}{\partial r} + i \frac{\partial w}{\partial r} = 0 \text{ at } r = 0$$

(27)

2.3 Numerical Procedure and Validation. A similar procedure as that of Sahu et al. [11] is followed in order to write Eq. (23) as an eigenvalue problem of larger size. Considering two axial locations 1 and 2 separated by an incremental distance, i.e., $x_2 = x_1 + \Delta x$, we can write

$$\frac{\partial \phi}{\partial x} = \frac{\phi_2 - \phi_1}{\Delta x} + O(\Delta x)$$

(28)

Higher-order approximations to the streamwise derivative could be considered instead of Eq. (28) and the resulting eigenvalue system would be of correspondingly large size. Since the dimensional frequency of the disturbance remains constant as we move downstream, $\Omega_1$ and $\Omega_2$ are related as follows

$$\kappa \equiv \frac{\Omega_2}{\Omega_1} = (1 + a \Delta x) \frac{U_{c1}}{U_{c2}}$$

(29)

Now Eq. (23) can be rewritten as an eigenvalue problem of larger size [11]

$$\left[ \mathbf{H}_1 - \mathbf{G}_1 / \Delta x \mathbf{G}_2 / \Delta x \right] \left[ \begin{array}{c} \phi_1 \\ \phi_2 \end{array} \right] = \Omega \left[ \begin{array}{cc} B & 0 \\ 0 & \kappa B \end{array} \right] \left[ \begin{array}{c} \phi_1 \\ \phi_2 \end{array} \right]$$

(30)

where the subscripts 1 and 2 represent quantities at $x_1$ and $x_2$, respectively. The eigenvalue $\Omega_1$ and the eigenfunctions $\phi_1$ and $\phi_2$ are obtained via solution of Eqs. (30) using the Chebyshev spectral collocation method [27], accomplished by the specification of the collocation points chosen to be the Chebyshev Gauss-Lobatto points defined as $r_j = \cos((j/N) \pi)/2$, where $j = (1, N)$, $N$ is the order of Chebyshev polynomials.

The dependence of our numerical solutions upon mesh refinement is then investigated in Fig. 2, in which the neutral stability curves for a typical set of parameters ($a = 0.02$, $r_f = 0.5$, $Na = 0.3$, $Gr = 0$, $Pr = 1$, and $n = 1$) are plotted. It can be seen that the curves are virtually indistinguishable for different values of $N$. $\Delta x = 0.05$ is used to generate this plot; we checked that halving or doubling the value of $\Delta x$ has even less of an effect on the eigenvalues. The results discussed in this part of this paper are generated using $N = 81$ and $\Delta x = 0.05$.

In order to validate the predictions of our numerical procedure, in Fig. 3 the eigenvalue spectrum ($ci$ against $c_f$ plot) of an isothermal flow through a straight pipe obtained by solving Eq. (30) after setting $a = 0$, $Nu = 0$, and $r_f = 0$ is compared with that of Schmid et al. [28]. It is found that every eigenvalue matches up to the $10^{th}$ decimal place. As discussed latter in this paper, excellent agreements are also obtained with the results of Sahu et al. [11] for flow through a diverging pipe.
3 Results and Discussion

It is observed that the swirl mode with azimuthal wave number \( n = 1 \) is the fastest growing mode for the range of parameter values considered. A similar conclusion was also obtained by Burridge et al. [29] and Corcos et al. [30], and Sahu et al. [11] for flow through straight and diverging pipes, respectively. Thus all the results presented in this paper are for \( n = 1 \).

First, the effect of the viscous heating on the flow through a slowly diverging pipe \( (a = 10^{-3}) \) is studied by plotting the neutral stability \((\alpha \text{ against } \text{Re})\) and dispersion \((\Omega_i \text{ against } \alpha)\) curves for \( r_T = 1, n = 1, \text{Gr} = 0, \text{and Pr} = 1 \). The parameter values chosen are characteristic of a situation when the pipe wall is maintained at a temperature higher than that of the fluid, with a typical value of the Prandtl number. It can be seen in Fig. 4(a) that the critical Reynolds number decreases with increasing \( \text{Na} \); hence increasing \( \text{Na} \) destabilizes the flow. Close inspection of Fig. 4(a) also reveals that increasing \( \text{Na} \) shifts the most dangerous and “cut-off” (for which \( \Omega_i < 0 \) for large \( \alpha \) values) modes towards higher wavenumbers, which is also evident in Fig. 4(b) where the dispersion curves are plotted for different values of \( \text{Na} \) for \( \text{Re} = 4000 \). It can be seen in Figs. 5(a) and 5(b) that increasing the influence of viscous heating is also destabilizing for \( r_T = -0.1 \), which corresponds to the situation when the pipe wall is maintained at a temperature lower than that of the fluid. An energy budget analysis similar to the one given in Selvam et al. [31] shows that the contribution arising from viscosity stratification in the radial direction increases with increase in \( \text{Na} \) making the flow more unstable.

Next, the variation of critical Reynolds number with slope of the pipe for different \( \text{Na} \) is investigated in Figs. 6(a) and 6(b) for

![Fig. 3 Comparison of the eigenvalue distribution generated for the isothermal, fully developed flow through a straight pipe with that of Schmid et al. [28]. The parameter values are \( \text{Re} = 2000, a = 0, r_T = 0, \text{Na} = 0, \alpha = 0.5^* \) and \( n = 1 \).](image1)

![Fig. 4 The effect of varying \( \text{Na} \) on (a) the neutral stability curves (\( \alpha \) versus \( \text{Re} \)) and (b) dispersion curves (\( \Omega_i \) versus \( \alpha \)) for \( r_T = 1 \). The rest of the parameter values are \( n = 1, a = 10^{-3}, \text{Gr} = 0, \) and \( \text{Pr} = 1 \); a typical value of \( \text{Re} = 4000 \) is considered in (b).](image2)

![Fig. 5 The effect of varying \( \text{Na} \) on (a) the neutral stability curves (\( \alpha \) versus \( \text{Re} \)) and (b) dispersion curves (\( \Omega_i \) versus \( \alpha \)) for \( r_T = -0.1 \); a typical value of \( \text{Re} = 10^4 \) is considered in (b). The rest of the parameter values are the same as those used to generate Fig. 4.](image3)
$r_T = 1$ and $r_T = -0.1$, respectively. It can be seen that power-law relationships are obeyed for different Na values. From the best fit of the data, it is found that increasing $a$ decreases $Re_c$ as $2.5/a$ and $6/a$ for $r_T = 1$ and $r_T = -0.1$, respectively. The critical Reynolds number varies as the inverse of the angle of divergence and approaches infinity as $a \to 0$. This finding indicates that the inviscid mechanism is operational. Close inspection of Fig. 6 reveals that $Re_c$, associated with $Na = 1$ is smaller than that associated with $Na = 0$ for all values of $a$ considered for this set of parameters. The dotted line in Fig. 6 is for isothermal flow ($r_T = 0$ and $Na = 0$); along this line $Re = 10/a$ [11]. This is also a validation of the present numerical procedure.

In order to understand the stability behavior, an inviscid stability analysis (outlined in the Appendix of this paper) is carried out. The necessary condition for instability in two-dimensional flow is the presence of $U'' = 0$ in the velocity profile [32]. In Appendix it is shown that the quantity $I = U'' - (\pi S) (r^2 - 1) U'/(\pi S + 1)$ is the axisymmetric analog of $U''$ in two-dimensional flow. The variation of inviscid instability function $I$ in the radial direction is shown in Figs. 7(a) and 7(b) for $r_T = 1$ and $r_T = -0.1$, respectively. The rest of the parameter values are $S = 0.5$, $Pr = 1$, $Gr = 0$, and $z = 1.26$. The $a$ value chosen is associated with the critical instability in Fig. 4. Inspection of Figs. 7(a) and 7(b) reveals that the tendency of the profiles to have $I = 0$ increases with Na. It can be seen that $I$ changes sign for Na approximately greater than 0.5, indicating that the flow is inviscidly unstable for Na > 0.5 for this set of parameter values. It is also confirmed that the profiles having $I = 0$ in Figs. 7(a) and 7(b) also satisfy

Fig. 6 Variation of critical Reynolds number with slope of the pipe $a$ for different values of Na with (a) $r_T = 1$ and (b) $r_T = -0.1$. The rest of the parameter values are $n = 1$, $Gr = 0$, and $Pr = 1$. The dotted lines in (a) and (b) are associated with isothermal flow which are obtained by setting $r_T = 0$ and Na = 0.

Fig. 7 Inviscid instability function $I$ for (a) $r_T = 1$ and (b) $r_T = -0.1$ for different values of Na. The rest of the parameter values are $S = 0.5$, $Pr = 1$, and $Gr = 0$. A typical value of $a = 1.26$ corresponding to the critical instability in Fig. 4 is used.

Fig. 8 The effect of Gr on the critical Reynolds number. The rest of the parameter values are $n = 1$, $a = 10^{-3}$, $Na = 1$, and $Pr = 1$. 
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Eq. (49), the additional necessary condition for the flow to be inviscidly unstable (the axisymmetric analog of the Fjortoft’s theorem in two-dimensional flow).

Finally, the effect of Grashof number Gr on the critical Reynolds number for \( r_T = 1 \) and \( r_T = -0.1 \) is studied in Fig. 8. Increasing Gr which is equivalent to increasing the level of buoyancy has very little effect on \( \text{Re}_{cr} \) for moderate Grashof numbers. However, at high Gr the critical Reynolds number increases slightly with increase in Gr. A similar result was also found by Sameen et al. [33] for Poiseuille flow with wall heating. It is found (not shown) that heat diffusivity, which is characterized by Prandtl number Pr has a negligible effect on the linear stability characteristics.

### 4 Conclusion

The effect of viscous heating parameterized by a suitably defined Nahme number Na on the linear stability of the flow through a diverging pipe with a temperature-dependent viscosity is investigated. The viscosity-temperature dependence is modeled by a Nahme-type relationship. A one-parameter family of velocity profiles of the basic state is derived for small angle of divergence. An inviscid analysis is carried out for typical parameters. Our stability results indicate that increasing viscosity-temperature dependence is modeled through a Nahme-type relationship. A one-parameter family of velocity profiles of the basic state is derived for small angle of divergence. An inviscid analysis is carried out for typical parameters. Our stability results indicate that increasing Na has very little effect on \( \text{Re}_{cr} \) for moderate Grashof numbers. Increasing Gr which is equivalent to increasing the level of buoyancy has very little effect on \( \text{Re}_{cr} \) for moderate Grashof numbers. However, at high Gr the critical Reynolds number increases slightly with increase in Gr. A similar result was also found by Sameen et al. [33] for Poiseuille flow with wall heating. It is found (not shown) that heat diffusivity, which is characterized by Prandtl number Pr has a negligible effect on the linear stability characteristics.

The present study predicts that the swirl mode is fastest growing mode, which is also known to be the critical mode in case of isothermal pipe flows. We study the effects of viscous heating by plotting the neutral stability and dispersion curves for different parameter values. Our stability results indicate that increasing viscous heating is destabilizing; the critical Reynolds number decreases with increasing Na. An inviscid analysis is carried out in order to understand the instability behavior. The instability mechanism is inviscid as the critical Reynolds number varies as the inverse of the diverging angle and approaches infinity as \( a \to 0 \). The Prandtl number has a negligible effect on the linear stability characteristics. The Grashof number stabilizes the flow for \( Gr > 10^5 \), below which it has a negligible effect.

In the future we are planning to explore the effects of viscous heating in other spatially developing geometries, such as converging-diverging pipe/channel. We are also conducting full-numerical simulations in order to understand the flow dynamics in the nonlinear regime.
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### Appendix: Inviscid Stability Analysis

In two-dimensional flow, the necessary conditions for instability in the inviscid limit (\( \text{Re} \to \infty \)) have been derived by Rayleigh [32] and Fjortoft [34], and are famously known as Rayleigh and Fjortoft theorems, respectively. Rayleigh theorem states that it is necessary to have a point of inflection in the velocity profile for the flow to be inviscidly unstable. Fjortoft theorem says that if a point of inflection exists, it is necessary that \( U''(U - U_p) \leq 0 \) somewhere in the profile; where \( U_p \) is the velocity at the point of inflection (radial location where \( U'' = 0 \)). Here the necessary conditions of instability for flow through a pipe in the limit \( \text{Re} \to \infty \) and \( a \to 0 \) are derived. A similar analysis was also performed by Sahu et al. [35]. In the limit \( \text{Re} \to \infty \) and \( a \to 0 \), Eqs. (18)–(20) reduce to

\[
-ixcu + U'cu + v'U'' = -p
\]

\[
-ixcU + U'c = -p'
\]

\[
-ixcw + U'kw = -\frac{1}{r} \omega p
\]

and

\[
iz + v' + \frac{v}{r} + \frac{1}{r} \omega p = 0
\]

where \( c = (\Omega / \alpha) \) is the phase speed of the disturbance. Eliminating azimuthal velocity \( (w) \) and pressure \( (p) \) from the above equations, we get

\[
(U - c) \left[ iz + \frac{2\gamma}{\alpha^2} \left( iz + v' + \frac{v}{r} \right) + v'' r = 0 \right.
\]

\[
(U - c) \left[ (iz' + \frac{2\gamma r}{\alpha^2} + U'iz + v'U' + U'' = 0 \right.
\]

Differentiating Eq. (A5) with respect to \( r \) and then subtracting Eq. (A6) from the resulting equation, we obtain

\[
(U - c) \left[ iz' + \frac{2\gamma r}{\alpha^2} + \frac{3}{\alpha} v' + \frac{r}{r} v'' + \frac{v}{r} \left( \frac{1}{\alpha^2} \right) \right]
\]

\[
+ U'' iz' + \frac{r}{r} v'' + \frac{1}{r} v'' = 0
\]

Eliminating \( u \) and \( u' \) from the above equation by using Eqs. (A5) and (A6), we obtain

\[
\left( U - c \right) \left[ v'' + \frac{3\gamma}{\alpha^2} \left( \frac{r^2 + 2}{r^2 + \alpha^2} \right) r - \left( \frac{r^2 + 4}{r^2 + \alpha^2} \right) \frac{2\gamma}{\alpha^2} v + (1 - \alpha^2) \right] = 0
\]

A function \( f(r) \) is defined, such that

\[
f' = \frac{3\gamma}{\alpha^2} \left( \frac{r^2 + 2}{r^2 + \alpha^2} \right)
\]

On multiplying Eq. (A8) with \( f(r)v'' \) and integrating across the pipe from \( r = 0 \) to \( r = 1 \), we get

\[
\int_{0}^{1} (f'v')'v'' dr = \int_{0}^{1} f \left[ \frac{3\gamma}{\alpha^2} \left( \frac{r^2 + 2}{r^2 + \alpha^2} \right) r - \left( \frac{r^2 + 4}{r^2 + \alpha^2} \right) \frac{2\gamma}{\alpha^2} v + (1 - \alpha^2) \right] v'' dr
\]

\[
= \int_{0}^{1} f \left[ U'' - \frac{2\gamma}{\alpha^2} \right] U'' v'' = \int_{0}^{1} f \left[ U - c \right] v'' \left( U - c \right) dr
\]

where superscript * denotes complex conjugate. Integrating the first term in Eq. (A10) and applying the boundary conditions, we get

\[
\int_{0}^{1} (f'v')'v'' dr = \int_{0}^{1} f'v'v'' dr = \int_{0}^{1} f'v'' dr = -\int_{0}^{1} f'v' \left( U'' - 0 \right) dr
\]

Since \( f \) is always positive (see Eq. (A9)), the first and second terms in Eq. (A10) are real and negative. For any \( n \geq 1 \) the third term is also zero or negative. For \( n = 0 \), combination of the second and third terms in Eq. (A10) gives
This is also a negative quantity. Hence for any $n$, the left-hand side of Eq. (A10) is real and negative. Now the imaginary part of Eq. (A10) is

$$c_i \int_0^1 \left[ U'' - \frac{(x^2 r^2 - n^2)}{r (x^2 r^2 + n^2)} U' \right] \frac{|v|^2}{|U - c|^2} \, dr = 0$$  \hspace{1cm} (A13)

where $c_i$ is the imaginary part of the phase speed $c$. For flow to be unstable $c_i > 0$, hence

$$\int_0^1 \frac{f (U - c_i)}{|U - c|^2} \, dr = 0$$  \hspace{1cm} (A14)

where

$$I \equiv U'' - \frac{(x^2 r^2 - n^2)}{r (x^2 r^2 + n^2)} U'$$  \hspace{1cm} (A15)

Therefore a necessary condition of instability for pipe flow is the quantity $I = 0$ at some radial location in the domain. Setting $r \to \infty$ in Eq. (A14), we recover Rayleigh’s criterion for two-dimensional flow. Now consider a flow where $I$ undergoes a sign change in the profile. The real part of the Eq. (A10) is given by

$$\int_0^1 f (U - c_i) \left[ U'' - \frac{(x^2 r^2 - n^2)}{r (x^2 r^2 + n^2)} U' \right] \frac{|v|^2}{|U - c|^2} \, dr \leq 0$$  \hspace{1cm} (A16)

Multiplying Eq. (A14) with $(c_i - U_i)$, we get

$$\int_0^1 f (c_i - U_i) \left[ U'' - \frac{(x^2 r^2 - n^2)}{r (x^2 r^2 + n^2)} U' \right] \frac{|v|^2}{|U - c|^2} \, dr = 0$$  \hspace{1cm} (A17)

where $U_i$ is the axial velocity at the radial location where $I = 0$. Now adding Eqs. (A16) and (A17), we have

$$\int_0^1 f (U - U_i) \left[ U'' - \frac{(x^2 r^2 - n^2)}{r (x^2 r^2 + n^2)} U' \right] \frac{|v|^2}{|U - c|^2} \, dr \leq 0$$  \hspace{1cm} (A18)

which implies that for the flow to be unstable, we must have

$$(U - U_i) \left[ U'' - \frac{(x^2 r^2 - n^2)}{r (x^2 r^2 + n^2)} U' \right] \leq 0$$  \hspace{1cm} (A19)

This gives an additional necessary condition of instability for pipe flows. As discussed above the two-dimensional counterpart of the above criterion is known as Fjortoft’s theorem.

References