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Abstract
We study the buoyancy-induced interpenetration of two immiscible fluids in a tilted channel by a two-phase lattice Boltzmann method using a non-ideal gas equation of state well-suited for two incompressible fluids. The method is simple, elegant and easily parallelizable. After first validating the code for simulating Rayleigh–Taylor instabilities in an unstably-stratified flow, we applied the code to simulate the buoyancy-induced mixing in a tilted channel at various Atwood numbers, Reynolds numbers, tilt angles, and surface tension parameters. The effects of these parameters are studied in terms of the flow structures, front velocities, and velocity profiles. For one set of parameters, comparisons have also been made with results of a finite volume method. The present results are seen to agree well with those of a finite volume method in the interior of the flow; however near the boundary there is some discrepancy.

1. Introduction
Buoyancy-induced mixing of two fluids plays an important role in the design of chemical and petroleum engineering processes [2,19] as well as for the understanding of various natural systems in oceanography and atmospheric sciences [1]. A model problem capturing the main physics of such phenomena is the transient mixing of two unstably-stratified fluids of different densities confined in a tilted enclosure, commonly known as the "lock-exchange" problem [2,32]. A schematic of this flow is shown in Fig. 1. x and y denote the axial and transverse coordinates respectively, h is the tilt angle of the channel measured from the vertical. The rigid and impermeable walls are located at y = 0 and y = H, respectively; the sharp interface, which separates the immiscible fluids is at L/2, L being the length of the channel. Such a problem has recently been studied experimentally in a series of papers by Sénon et al. [37–42] in which a long circular tilted pipe was filled with two fluids of slightly-different densities and a plate separating them was suddenly removed. As a result of buoyancy the two fluids interpenetrated each other and mixed. The parameters characterizing such a mixing processes are the Atwood number (At = (pH − pl)/(pH + pl)), the angle of tilt (θ), the fluid viscosities, and the geometry of the confining channel, where pH and pl are the densities of the heavier and lighter fluids, respectively. The velocity of the fronts (Vf) of the heavy and light fluids interpenetrating into each other and temporal evolution of the mean relative concentration were studied by Sénon et al. [37–42] for a given set of fluid physical properties and tilt angle.

Sénon et al. [38] observed three distinct regions in the flow and mixing patterns, as the tilt angle is increased. For low angles of tilt, the velocity of the front was observed to increase (nearly linearly) with tilt angle. This region is called the diffusive mixing region; the dynamics of the mean relative concentration can be described by a diffusion equation with a suitably defined diffusion coefficient. In this region there is interpenetration of the two fluids due to front propagation as well as transverse mixing due to Kelvin–Helmholtz (KH) instabilities. However, the component of the gravity force in the transverse direction acts against the mixing effect of the Kelvin–Helmholtz instabilities, segregating the two fluids. The front velocity (Vf) is a function of the local density difference at the front and hence segregation of fluids results in increased front velocity. As the tilt angle is further increased, the diffusive mixing region transitions to another region where the front velocity is seen to be nearly constant with a value approximately 0.7√(Rgd). Here g is the gravitational acceleration and d is a characteristic dimension of the confining channel. The region of constant Vf depends on the fluid viscosity (for a given At number) with a higher fluid viscosity causing an earlier transition to the constant front velocity limit. This is a result of decreased small scale transverse mixing due to the lower Reynolds number. With further increase in the tilt angle (reaching almost a horizontal position), the flow...
transitions to a third region in which the two fluids move in counter-flow as a Poiseuille flow and the front velocity is then determined by the balance between buoyancy and wall friction. In this region, the velocity decreases with tilt angle because of the reduced buoyancy force. Séon et al. [37–42] have discussed the various scaling relations and flow physics governing each region through systematic experiments.

Hallez and Magnaudet [16] conducted a numerical study of the same situation using a finite volume method, solving the concentration transport equation for the density front. The momentum and continuity equations were solved by a second-order accurate fractional step method. Four test geometries were considered: a square duct with no slip and periodic lateral walls, a circular pipe and a two-dimensional channel. Numerical computations were performed for several tilt angles and the front velocities were compared with data of Séon et al. [37–42]. In particular, they have shown that the vortices which develop during the flow are more coherent and persistent in two than in three dimensions. Consequently, they give rise to more intense mixing and long-lasting flow structures in two-dimensional than three-dimensional channels and cylindrical tubes. The computations predicted trends consistent with the experiments, providing a complementary approach to experiments.

Sahu et al. [29] studied pressure-driven miscible displacement flow in tilted channels with density contrasts at moderate to large Reynolds numbers. Their numerical procedure was previously employed by Ding et al. [10] to solve the momentum and continuity equations along with a Cahn–Hilliard equation for the position of the interface within the framework of the “diffuse interface” method. The effects of density ratio, Froude number, and channel inclination were investigated. Their results demonstrated that the rates of mixing and displacement of the more viscous fluid were promoted by the development of Rayleigh–Taylor (RT) instabilities, and enhanced with increasing density ratio and Froude number. They also found that the mixing rates increase with increasing tilt angles. Note that the tilt angle in Sahu et al. [29] was measured from the horizontal. Recently, Taghavi et al. [43] experimentally studied a similar problem as that of Sahu et al. [29] and found that for low through flow rate, the exchange flow is dominated by Kelvin–Helmholtz instabilities while increasing flow rate decreases the instabilities.

The finite volume (FV) approaches of Hallez and Magnaudet [16] and of Sahu et al. [29] are based on solving the continuum based Navier–Stokes equations governing the conservation of mass and momentum. The governing partial-differential equations are discretized in space and time on a finite volume grid and solved by marching in time. Depending on the numerical scheme used, an explicit or iterative procedure is used to update velocities and pressure. For incompressible flows, typically a pressure-Poisson equation is solved iteratively to obtain the pressure field that projects the momentum velocity field to a divergence-free space [8]. In such methods, the solution of the pressure-Poisson equation is the most time consuming step and requires a large number of iterations to reach a good degree of convergence. The solution of the momentum and continuity equations is supplemented by a concentration transport equation, which must be solved with an accurate front capturing technique [10].

An alternative approach of solving the Navier–Stokes equations is the Lattice Boltzmann Method (LBM) [6] which is a mesoscopic model of fluid flows and has its origins in kinetic theory. The LBM solves discrete density distribution functions and obtains the velocities and density as moments of this distribution function. It is a simple and elegant method that has rapidly evolved as an alternative multi-scale model of fluid flows, especially for micro- and nanofluidic applications [22, 34]. In comparison with solution of the Navier–Stokes equations, LBM is a simple, efficient and easily parallelizable technique. It involves only three basic steps: (a) collision; (b) streaming; and (c) calculation of the flow variables. It can include mesoscopic flow physics such as velocity slip, surface tension forces, and other inter-molecular forces. The LBM has also been extended to multiple phases through the use of multiple distribution functions [14, 17, 18, 20–23, 28, 30–32, 35, 36, 45–47]. For multiphase flows, intermolecular forces are introduced to make the phases attract and repel each other as required. Forces between the individual phases including a solid phase are added to the right hand sides of the individual collision steps. Four distinctly different LBM approaches for multiphase flows, namely, the color segregation method of Gunsten et al. [14], method of Shan and Chen [30] and Shan and Doolen [32], free energy approach of Li and Tafiri [22] and Swift et al. [35, 36], method of He and co-workers [17, 18, 47] have been proposed and applied to a number of flows. An overview of the work on the first three approaches was provided by Chen and Doolen [6].

In the present work, we have explored the applicability of the multiphase LBM to study the buoyancy-induced interpenetration and ‘ mixing’ of two fluids in a tilted channel. Our work is based on the algorithm proposed by He and co-workers [17, 18, 47], which is well-suited for incompressible flows. Previously, several researches have applied He’s approach to simulate two-phase flows [5, 12, 13, 26]. After validation and grid-dependency tests, we have performed several calculations to study the effects of the Atwood number, tilt angle, and fluid viscosities. For each case, the front dynamics and fluid interpenetration are studied in time. Our results are in good agreement with FV solutions generated with the code used by Sahu et al. [29] and display the trends of the experiments of Séon et al. [37–42] at At = 0.004. While the current simulations are limited to two-dimensions, we also have developed a three-dimensional code based on the same algorithm, which is currently being implemented on a graphics processor unit for parallel execution for increased computational efficiency. Three-dimensional computations, such as those by Hallez and Magnaudet [16] will be reported separately.

The present paper is organized as follows. Section 2 describes the numerical method and the boundary conditions. Section 3 presents validation of the two-phase method for the Rayleigh–Taylor instability problem, followed by validation against the finite volume method for one set of parameters of the buoyancy-induced mixing problem. Section 3 also provides results of a grid-independency test for a typical set of parameters. Section 4 presents results of several parametric calculations in which the tilt angle, the Atwood number, the Reynolds number and the surface tension parameter are varied. After discussion of these results, the conclusions from this work are summarized in Section 5.
2. Formulation

Two immiscible Newtonian fluids having different densities but the same dynamic viscosity $\mu$ are confined in an inclined planar channel, wherein the heavier ($\rho_h$) and lighter ($\rho_l$) fluids occupy the upper and bottom halves of the channel, respectively. The fluids are assumed to be incompressible. A two-dimensional rectangular coordinate system, $(x,y)$, is used to model this flow, as shown in Fig. 1.

2.1. Numerical method

To simulate this flow, we follow a multiphase LBM approach similar to the one proposed by He and co-workers [17,18,47]; the methodology is outlined below.

$$f_s(x + \mathbf{e}_0 \Delta t, t + \Delta t) - f_s(x, t) = \frac{f_s(x, t) - f_s^eq(x, t)}{\tau} - \frac{2\tau - 1}{2\tau} \times \frac{(\mathbf{e}_0 - \mathbf{u}) \cdot \nabla \psi(\phi)}{C_1^2} \Gamma_s(\mathbf{u}) \Delta t,$$  

(1)

$$g_s(x + \mathbf{e}_0 \Delta t, t + \Delta t) - g_s(x, t) = -\frac{g_s(x, t) - g_s^eq(x, t)}{\tau} + \frac{2\tau - 1}{2\tau} \times \frac{(\mathbf{e}_0 - \mathbf{u}) \cdot [\nabla \Gamma_s(\mathbf{u})(F_s + G) - \Gamma_s(\mathbf{u}) - \Gamma_s(0)](\nabla (p - c_2 \rho))}{C_0} \Delta t.$$  

(2)

In the above equations the left hand side terms represent the advection of the distribution functions on the lattice by the unit vectors. The first term on the right hand side of Eqs. (1) and (2) represents the collision of the distribution functions with its equilibrium values and a time constant. The last term in Eqs. (1) and (2) represents the molecular interaction and the deviation from the ideal gas law, respectively. Here $f$ and $g$ are the index and pressure distribution functions, respectively; $\mathbf{u} = (u, v)$ represents the two-dimensional velocity field where $u$ and $v$ denote velocity components in the $x$ and $y$ directions, respectively; $\tau$ is the time step; $\psi$ is the single relaxation time using the BGK model [3]; $F_s$ and $G$ are the surface tension and gravity forces, respectively, given as

$$F_s = K\phi \nabla^2 \psi, \quad \text{and} \quad G = (\rho - \rho_m) g$$

where $K$ is the magnitude of surface tension and $\rho_m \equiv (\rho_l + \rho_h)/2$. The kinematic viscosity, $\nu$, is related to the relaxation time as $\nu = (\tau - 1/2)\sigma r_c^2$.

$$\Gamma_s(\mathbf{u}) = t_s \left[1 + \frac{\mathbf{e}_0 \cdot \mathbf{u}}{c_1^2} \left(\frac{(\mathbf{e}_0 \cdot \mathbf{u})^2 - \mathbf{u}^2}{2c_1^2} - \frac{\mathbf{u}^2}{c_1^2}\right)\right].$$

(4)

The equilibrium distribution functions, $f_s^{eq}$ and $g_s^{eq}$ are given by

$$f_s^{eq} = t_s \phi \left[1 + \frac{\mathbf{e}_0 \cdot \mathbf{u}}{c_1^2} \left(\frac{(\mathbf{e}_0 \cdot \mathbf{u})^2 - \mathbf{u}^2}{2c_1^2} \right)\right]$$

and

$$g_s^{eq} = t_s \left[p + \rho C_1^2 \left(\frac{\mathbf{e}_0 \cdot \mathbf{u}}{c_1^2} \left(\frac{(\mathbf{e}_0 \cdot \mathbf{u})^2 - \mathbf{u}^2}{2c_1^2} \right)\right)\right].$$

(5)

(6)

where $c_1^2 = 1/3$. In a two-dimensional nine-velocity (D2Q9) LBM model [27]:

$$c_\phi = \begin{cases} 0, & \alpha = 0 \\
\cos (\frac{\alpha - 1}{2}) \sin (\frac{\alpha + 1}{2}), & \alpha = 1, 2, 3, 4 \\
\sqrt{2} \cos (\frac{\alpha - 5}{4}) \sin (\frac{\alpha + 5}{4}), & \alpha = 5, 6, 7, 8.
\end{cases}$$

(7)

The weighting coefficients, $t_s$ are given by

$$t_s = \begin{cases} 4/9, & \alpha = 0 \\
1/9, & \alpha = 1, 2, 3, 4 \\
1/36, & \alpha = 5, 6, 7, 8.
\end{cases}$$

(8)

The density of the index function, $\phi$, pressure, $p$ and velocity field $\mathbf{u}$ are calculated using:

$$\phi = \sum f_s,$$

(9)

$$p = \sum g_s - \frac{1}{2} \mathbf{u} \cdot \nabla (p - c_2^2 \rho) \Delta t,$$  

(10)

$$\rho \mathbf{u} c_2^2 = \sum e_s g_s + \frac{c_2^2}{2} (F_s + G) \Delta t.$$  

(11)

The following expressions are used to calculate the fluid density and viscosity:

$$\rho(\phi) = \rho_k + \frac{\phi - \phi_1}{\phi_2 - \phi_1} (\rho_h - \rho_l),$$

(12)

$$\nu(\phi) = \nu_l + \frac{\phi - \phi_1}{\phi_2 - \phi_1} (\nu_h - \nu_l),$$

(13)

where $\nu_l$ and $\nu_h$ are viscosities of lighter and heavier fluids, respectively. $\phi_1$ and $\phi_2$ are minimum and maximum values of the index function; in the present study the value of $\phi_1$ and $\phi_2$ are 0.02381 and 0.2508, respectively [47].

In non-ideal gases or dense fluids $\nabla \psi(\phi)$ mimics the physical intermolecular interactions and plays a key role in multiphase flow simulations. In Eqs. (2) and (10), $\nabla \psi(\phi) \equiv \nabla (p - c_2^2 \rho)$ determines the phase segregation. We use the following expression of $\nabla \psi(\phi)$ using the Carnahan-Starling fluid equation of state [4,26,5,12,13]:

$$\psi(\phi) = C_2^2 \phi \left[\frac{1 + \phi + \phi^2 - \phi^3}{(1 - \phi)^3} - 1\right] - \alpha \phi^2.$$  

(14)

where $\alpha$ determines the strength of molecular interactions. To discretize $\nabla \psi$, we have used a fourth order compact scheme [21]:

$$\frac{\partial \psi}{\partial \phi} = \frac{1}{3} \left[\psi_{i+1,j} - \psi_{i,j} + \frac{1}{12} [\psi_{i+1,j} + \psi_{i+1,j-1} + \psi_{i+1,j-1}] \right]$$

(15)

$$\frac{\partial \psi}{\partial i} = -\frac{1}{3} (i - 1) \left[\psi_{i+1,j} - \psi_{i-1,j} + \frac{1}{12} [\psi_{i+1,j} + \psi_{i+1,j-1} + \psi_{i+1,j-1}] \right]$$

(16)

The second order derivative in Eq. (3) to calculate the surface tension force is evaluated using:

$$\nabla^2 \psi = \frac{1}{6} \left[\psi_{i,j+1} + \psi_{i,j-1} + \psi_{i+1,j} + \psi_{i-1,j} + 4\psi_{i,j} + \psi_{i+1,j+1} + \psi_{i+1,j-1} - 20\psi_{i,j}\right],$$

(17)

where $i$ and $j$ are grid indices in the $x$ and $y$ directions, respectively. The present methodology slightly differs from that of the He and co-workers [17,18,47] in which they used third order upwinding to discretize $\nabla \psi$. We have here chosen the fourth order compact scheme as it has less dissipation error. We have observed it to be stable in the current problem for the density ratios considered.

2.2. Boundary conditions

An important issue associated with LBM is the accurate implementation of the boundary conditions. The difficulty arises from the fact that in LBM while macroscopic pressure and velocity fields can be easily computed from the particle distribution functions, the reverse process is not easy. Noble et al. [25] introduced the idea of hydrodynamic boundary conditions as an alternative to previously used bounce-back conditions and proposed use of the no-slip condition itself to find the missing particle distributions. The most straightforward hydrodynamic boundary condition is the equilibrium condition at the walls. Streaming components are not used and all the particle distribution functions are set to their equilibrium values. Equilibrium values can be obtained by using velocity and density values at the walls. Guo et al. [15] proposed an extension of the second order accurate boundary condition...
proposed by Chen et al. [7] and extrapolated the non-equilibrium parts from the interior nodes to add to the equilibrium values. In this present work, we used hydrodynamic boundary conditions based on the ghost fluid approach and extrapolation of the non-equilibrium values. This approach was earlier demonstrated to be second-order accurate. Specifically, the boundary conditions are implemented as follows.

\[ \phi_{i,j} = \phi_{i+1,j}, \quad j = 1, ny \quad \phi_{i,j} = \phi_{i-1,j}, \quad j = 1, ny \]  
\[ \phi_{i,j} = \phi_{i,j+1}, \quad l = 1, nx \quad \phi_{i,j} = \phi_{i,j-1}, \quad l = 1, nx \]  

where \( nx \) and \( ny \) are number of lattice points in the \( x \) and \( y \) directions, respectively.

**Velocities:** Velocities are mirror reflected to impose no slip and no penetration conditions. Thus,

\[ u_{1,j} = 2 u_{0,j} - u_{2,j}; \quad u_{nx,j} = 2 u_{0,j} - u_{nx-1,j}; \]  
\[ v_{j,1} = 2 v_{j,0} - v_{j,2}; \quad v_{j,ny} = 2 v_{j,0} - v_{j,ny-1}, \quad \text{etc.} \]

where \( u_0 \) and \( v_0 \) are the axial and transverse velocity components of the walls; in the present study \( u_0 = v_0 = 0 \).

**Index distribution function \( \psi \):** We use second-order accurate zero derivative condition by placing the wall boundary condition between lattice points. This implies:

\[ \phi_{i,j} = \phi_{i+1,j}, \quad j = 1, ny \quad \phi_{i,j} = \phi_{i-1,j}, \quad j = 1, ny \]  
\[ \phi_{i,j} = \phi_{i,j+1}, \quad l = 1, nx \quad \phi_{i,j} = \phi_{i,j-1}, \quad l = 1, nx \]  

where \( nx \) and \( ny \) are number of lattice points in the \( x \) and \( y \) directions, respectively.

**Pressure and function \( g \):** Pressure is extrapolated with zero derivative boundary condition. Thus at walls, we used

\[ P_{i,j} = P_{i+1,j}; \quad P_{nx,j} = P_{nx-1,j} \]  
\[ P_{i,j} = P_{i,j+1}; \quad P_{i,ny} = P_{i,ny-1} \]

This pressure is used to evaluate the equilibrium \( g \) value. However, in the expression for the equilibrium \( g \) function, the velocity at the grid node is taken to be zero instead of the ghost value. The equilibrium value is added to the extrapolated non-equilibrium value to get the final value of \( g \) that is streamed inside.

**Density and \( \psi \):** The density is evaluated from the value of \( \phi \), which is extrapolated with zero derivative condition. The value of \( \psi(p - \rho RT) \) is evaluated at all the lattice points including the boundary points using appropriate boundary values of \( p \) (Eqs. (25) and (26)).

### 3. Code validation

We have first validated our two-phase LBM code to simulate single phase flow problems such as a channel flow with only one of the fluids present. Subsequently, we considered the Rayleigh–Taylor instability as also considered by He et al. [17,18] while demonstrating their algorithm. The LBM results of the buoyancy-induced mixing problem for a typical set of parameters are then compared with the results from a finite volume code using a diffuse interface method [10]. Finally, we investigated the effects of grid refinement for one set of parameters.

#### 3.1. Rayleigh–Taylor instability

Rayleigh–Taylor instability occurs along the interface between unstably stratified heavier and lighter fluids occupying the upper and lower halves of a vertical channel with gravity acting in the downward direction. This phenomenon has been investigated numerically by several researchers [9,17,44]. We validated our code by investigating the same problem for different values of Rayleigh–Taylor number at \( At = 0.5 \), with the initial interface of the form \( y(x) = L/2 + 0.1H\cos(2\pi x/H) \) located in a rectangular domain of aspect ratio \( L/H = 4 \). No-slip and no-penetration boundary conditions are applied at the top and bottom walls, while periodic boundary conditions are applied at the side boundaries. For this case kinematic viscosity is assumed to be the same for both the fluids. As the flow is a balance between gravity and inertial forces, we used \( V = \sqrt{gH} \) as the characteristic velocity with the width of the channel, \( H \) and \( t = \sqrt{gH/\nu} \) as length and time scales, respectively; the Reynolds number is defined as \( Re = \sqrt{gH/\nu} \). In the present simulation gravity is chosen such that \( \sqrt{gH} = 0.08 \). The simulations are carried out on a \( 256 \times 1024 \) grid, which is the same as that used by He et al. [17] for the same problem.

The evolution of the interface is shown in Figs. 2–4 for \( Re = 256, Re = 1024 \) and \( Re = 2048 \), respectively at different dimensionless times \( t \), in which the roll-up structures can be clearly seen. At the early times, two counter-rotating vortices are formed along the side of the falling filament. These grow in time forming more intense Kelvin–Helmholtz instabilities with the heavy fluid falling like a spike. At later times the heavier fluid falling down gradually forms one central spike and two side spikes. The spatio-temporal evolution of the fluid interface obtained in this work compares well with that in [17,44].

Our results for \( Re = 1024 \) are closer to the results of He et al. [17,18]. However, our calculation at \( Re = 2048 \) shows more complex fine scale structures not seen by He et al. [17,18]. We believe this can be due to the different discretization schemes used for \( \Delta \nu \). They used a slightly dissipative third order difference scheme, while we have used here a compact fourth-order scheme. The third order scheme may have smoothed out some of the small scale variations captured by the fourth-order scheme. However, the agreement at lower \( Re \) is quite good, thus validating our implementation of the algorithm.

#### 3.2. Comparison with finite volume results

We next compare predictions of our LBM simulation with those obtained by a finite volume method [10]. For this comparison, we consider the buoyancy-driven flow of two immiscible fluids in an inclined channel as shown in Fig. 1. Both sets of results are obtained using 2562 and 66 grid points in the \( x \) and \( y \) directions, respectively, for a channel of aspect ratio \( 40 \). The rest of the parameter values are \( Re = 558.6, \rho_L/\rho_H = 1.2, \kappa = 0 \) and \( \theta = 60^\circ \). Fig. 5 shows the spatio-temporal evolution of the density contours obtained by both lattice Boltzmann and finite volume methods at the same times; the heavier and lighter fluids are represented by “red” and “blue” colors, respectively. As expected, it is seen that the fingers of the heavier and lighter fluids propagate in the downward and upward directions, respectively. As the finger length in-
creases, instabilities develop rendering the interface between the two fluids wavy, leading to the formation of vortical patterns that destroy the integrity of the finger; this is accompanied by convective mixing of the two fluids. It can be seen that both the finite volume method and the LBM give nearly identical contours of density. Near the boundary, the finite volume method resolves the flow lines of constant \( q \) averaged for \( \Delta y \) imposed by LBM, and the long \( y \)-directional flow (between \( y = 0.2 \) to \( y = 0.8 \)), the maximum error at \( t = 20 \) is 4\%, but near the boundaries the deviation is large (about 6\%), presumably because the finite volume method on the same grid has a value placed at \( \Delta y/2 \) from walls, while the LBM has a value at \( \Delta y \). Near the boundary, the finite volume method resolves the flow better than the LBM on the same grid. However, as will be seen in Fig. 8, the results of a finer grid near the walls come closer to the finite volume profiles. We also plan to explore alternate near-wall treatments in our future work.

3.3. Grid-independency test

We have next investigated the effect of grid resolution in the buoyancy induced mixing problem by considering two different grids consisting of \((2562 \times 66)\) and \((5122 \times 130)\) lattice points. Because of the constraint \( \Delta x = \Delta y \) imposed by LBM, and the long channel length (40\(H\)), a large grid is needed to simulate this flow. The smaller grid shows a layer of “red” fluid (at \( t = 35 \)), whereas the coarser mesh does not capture this thin region. In Fig. 8, we have quantitatively compared the averaged concentration along the channel height at different times. The results of the two grids are in good agreement in the interior. However, near the walls, there is some difference because of the thin layer of fluid penetration close to the wall. This layer does not seem to influence the majority of the interior flow, and its effect is limited to the wall region. We believe this discrepancy can be reduced by re-examining the boundary conditions imposed on the pressure function \( g \), and also the density index function \( \psi \) which is used in calculating \( \psi \). Alternately, a nonuniform grid methodology can be developed in the context of LBM. In view of the good grid-independency obtained in much of the interior of the channel, we have opted to use the \( 2562 \times 66 \) grid for the rest of the parametric calculations.

4. Results and discussion

4.1. Effects of Atwood number

We begin presentation of our results by plotting first the spatio-temporal evolutions of the density contours for three Atwood numbers equal to 0.004, 0.01 and 0.1 in Figs. 9–11, respectively. It can be seen that the component of the gravitational force in axial direction, proportional to \( g \), induces a downward motion of the heavier fluid which in turn, by mass conservation, displaces the lighter fluid to move into the region of the heavier fluid. Thus both the heavier and lighter fluids are accelerated into the lower and upper parts of the channel, respectively. Subsequently, the interface between the fluids becomes unstable, giving rise to the development of the Kelvin–Helmholtz (KH) instabilities. These instabilities manifest themselves in the form of vortical structures which entrain the fluids into each other. As a consequence, the lo-

![Fig. 3. Spatio-temporal evolution of the fluid interface from a single mode perturbation in a vertical channel for \( Re = 1024 \). The rest of the parameter values are \( \gamma_1 = \gamma_2, L/H = 4, \Delta t = 0.5 \).](image)

![Fig. 4. Spatio-temporal evolution of the fluid interface from a single mode perturbation in a vertical channel for \( Re = 2048 \). The rest of the parameter values are \( \gamma_1 = \gamma_2, L/H = 4, \Delta t = 0.5 \).](image)

![Fig. 5. Comparison of density contours at different \( t = \sqrt{H/g} \) obtained by lattice Boltzmann (LBM) and finite volume (FV) methods using 2562 and 66 grid points in the \( x \) and \( y \) directions, respectively, for channel of aspect ratio 1:40. The rest of the parameter values are \( Re = 558.6, \rho_i/\rho_l = 1.2, \kappa = 0 \) and \( \theta = 60^\circ \).](image)
Fig. 6. Comparison of the transverse variation of the axially-averaged $c = (|p - \rho|/|\rho_h - \rho_l|)$, obtained by lattice Boltzmann (solid line) and finite volume (dashed line) methods at different times. The parameter values are $Re = 558.6$, $\rho_h/\rho_l = 1.2$, $\kappa = 0$ and $\theta = 60^\circ$.

Fig. 7. Grid convergence of the lattice Boltzmann solutions. The parameter values are $Re = 558.6$, $\rho_h/\rho_l = 1.2$, $\kappa = 0$ and $\theta = 60^\circ$.

Fig. 8. The transverse variation of the axial-averaged $c = (|p - \rho|/|\rho_h - \rho_l|)$, obtained by lattice Boltzmann method using $256^2 \times 66$ (solid line) and $512^2 \times 130$ (dashed line) grid points at different times. The rest of the parameter values are $Re = 558.6$, $\rho_h/\rho_l = 1.2$, $\kappa = 0$ and $\theta = 60^\circ$. 

\[c = (|p - \rho|/|\rho_h - \rho_l|)\]
At = 0.004, 0.01 and 0.1, respectively. As expected the "blue" and "red" fluids are moving in the positive and negative x directions, respectively. It can be seen in Fig. 12b and d, Fig. 13b and d and Fig. 14b and d that the transverse velocity components have opposite signs in the upper and lower halves of the channel. Inspection of Figs. 12–14 also reveals that with increasing Atwood number the axial velocity profile becomes more blunt and asymmetrical. Similarly, it can be seen that with increasing Atwood number the transverse velocity profile becomes steeper at the interface of the fluids. We observe that the two fronts move with an almost equal velocity for a given set of parameters. However, at high At there is small difference between the velocity of the finger tips. The variation of the front velocity of the "red" fluid for different At is shown in Fig. 15 with the rest of the parameter values the same as those used to generate Fig. 9. The front velocity of the heavier fluid is seen to increase as a function of \( \sqrt{gH\Delta \rho} \). The constant of proportionality is seen here to be 0.38 for this tilt angle of 30°. However, for Atwood number greater than 0.06, we do not see \( \sqrt{gH\Delta \rho} \) dependence. Instead we observe a smaller growth rate. We believe this may be due to the increased nonlinearities which caused enhanced diffusion of the density interface. This in turn reduces the driving potential for the finger velocities. Thus reducing the generated slope. The effect of angle at this Atwood number is presented in Section 4.2.

Next in Fig. 16a–f, we show the transverse variation of the axially-averaged \( \langle \delta_x \rangle = \frac{1}{L} \int_0^L dx \langle \delta_x \rangle \) and the axial variation of the depth-averaged \( \langle \delta_y \rangle = \frac{1}{H} \int_0^H dy \langle \delta_y \rangle \) for At = 0.004, 0.01 and 0.1, respectively. The rest of the parameter values are the same as those used to generate Fig. 9. It can be seen in Fig. 16a and c that the variation of \( \delta_x \) is symmetrical in the y direction. This indicates that the buoyancy component in the transverse direction \( (g \sin \theta) \) has only a small effect on the flow dynamics for this set of parameters. However, in Fig. 16b, we observe that the profile of \( \delta_y \) is not symmetrical in the y direction. In Fig. 16b, d and f, we observe that the variation of \( \delta_y \) along the axial direction is quite complex with rapid fluctuation in the x direction. It can be seen that the \( \delta_y \) profile is asymmetrical about the location of the initial interface \( (x = 20) \). The highly fluctuating \( \delta_y \) reflects the complex interface shape, which can also be seen in the density contour plots (Figs. 9 and 10).

### 4.2 Effect of tilt angle

We next investigate the effect of tilt angle, \( \theta \) for an Atwood number of 0.1. The tilt angle plays an important role in determining the flow patterns and the front velocity [16,37–42]. The rest of the parameters used for these simulations are the same as those used to generate Fig. 5. The high value of the Atwood number is selected to highlight the effect of density contrast and to provide new data beyond the comprehensive experiments of Sén et al. [37–42] and computations of Hallez and Magnaudet [16]. We have simulated several tilt angles ranging from 5° to 85°, the latter one corresponding to a nearly horizontal position.

Figs. 17–19 show the density contours at different times for three tilt angles, adding to the results of Fig. 11 at \( \theta = 30° \). These trends are in agreement with the previous experiments of Sén et al. [37–42] at low Atwood number. At low angles, the interface of the fluids is unstable with generation of the Kelvin–Helmholtz instabilities and small-scale structures, resulting in transverse interpenetration of the fluids into each other. This can be noticed for tilt angles of 30° and 45°. These instabilities produce a pseudo ‘mixing’ of the two fluids, resulting in lowering of the density contrast at the interface. As the tilt angle is further increased closer to the horizontal position, the transverse gravitational force (proportional to \( g \sin \theta \)) acts to segregate the two fluids, resulting in decreased interpenetration in the transverse direction, as shown in Fig. 19. The two fluids move parallel to each other quite
Fig. 12. Axial ($u$), and transverse ($v$) velocity profiles at the locations of the “red”, (a,b), and “blue”, (c,d), finger tips for $At = 0.004$. The rest of the parameter values are $Re = 558.6$, $κ = 0$ and $θ = 30°$.

Fig. 13. Axial ($u$), and transverse ($v$) velocity profiles at the locations of the “red”, (a,b), and “blue”, (c,d), finger tips for $At = 0.01$. The rest of the parameter values are $Re = 558.6$, $κ = 0$ and $θ = 30°$. 
coherently with less interpenetration in the transverse direction. Inspection of Figs. 11 and 17, 18, 19 also reveals that the fronts travel to increased distances (in same time). This increase in front velocity is discussed further below.

In Fig. 20, we plot the axial and transverse velocity profiles at the locations of the “red”, (a,b), and “blue”, (c,d), finger tips for $At = 0.1$. The rest of the parameter values are $Re = 558.6$, $\kappa = 0$ and $\theta = 30^\circ$.

The “red” finger tip location, the “red” finger moves downward much faster than the “blue” fluid, and vice versa. As the finger displace the other fluid, there is an upward (or downward) flow of the displaced fluid, as shown in the transverse velocity plots (Fig. 20b and d). The variation of the front velocity of the “red” fluid, $V_{tip}$ with $\theta$ is shown in Fig. 21. As observed by Séon et al. [38], three distinct regions (also discussed in the introduction section) can be seen in this plot. For $\theta < 65^\circ$, $V_{tip}$ increases linearly with $\theta$; this region is dominated by transverse interpenetration of the fluids due to the formation of strong KH type instabilities. For this set of parameter values considered, $V_{tip}$ reaches to a maximum for $\theta = 70^\circ$, then decreases sharply with practically no transverse interpenetration of the fluids. We note that Hallez and Magnaudet [16] computed a significant flat region of velocity for $At = 0.004$ which is not seen in the present case for $At = 0.1$, presumably because of the larger buoyancy force. Séon et al. [42] observed that as the diameter of the tube is increased, the flat region decreased, and a more pointed curve is obtained. The increase in tube diameter increases the characteristic velocity, similar to the effect of increasing the Atwood number. The decrease in $V_{tip}$ for higher $\theta$ values is a result of the approach to a segregated Poiseuille flow of individual fluids, whose dynamics is different from that of a tilted channel. An elegant analysis of this flow is presented in the paper by Séon et al. [42].

In Fig. 22, we plot the transverse variation of the axially-averaged $c = \frac{1}{L} \int_0^L c \, dx / L$ for different $\theta$ with the same set of parameter values used to generate Figs. 17–19. It can be seen that for low angles (e.g. Fig. 22a), the $c_y$ profile is nearly uniform at all times. This is due to the relatively small buoyancy force in the transverse direction and the presence of KH instabilities, which primarily cause diffusive type of interpenetration of the fluids [24]. As the tilt angle is increased a gradient in the $y$ direction is set as a result of increase in buoyancy force in the transverse direction. An interest-
ing observation is the near symmetry of the $c_y$ profile about the centerline of the channel ($y = 0.5$). This symmetry increases as the tilt angle is increased with a very high degree of symmetry at $h = 0.6$. As the channel becomes horizontal, the two fluids are

Fig. 16. Evolution of the transverse variation of $c_y$ and $c_x$. The panels (a,b), (c,d) and (e,f) are for $At = 0.004$, 0.01 and 0.1, respectively. The rest of the parameter values are $Re = 558.6$, $\kappa = 0$ and $\theta = 30^\circ$.

Fig. 17. Spatio-temporal evolution of the density contours for $h = 0.5$. The rest of the parameter values are $At = 0.1$, $Re = 558.6$ and $\kappa = 0$.

Fig. 18. Spatio-temporal evolution of the density contours for $h = 0.6$. The rest of the parameter values are $At = 0.1$, $Re = 558.6$ and $\kappa = 0$. The tilt angle is increased with a very high degree of symmetry at $\theta = 85^\circ$. As the channel becomes horizontal, the two fluids are
segregated with a narrow interpenetration zone. This can also be noticed clearly in Fig. 19. It can be seen that the effect of segregation is small for angle less than 45°.

The axial variations of the depth-averaged $c_x = \frac{\partial u}{\partial y} / H$ for different tilt angles are shown in Fig. 23. The rest of the parameter values are the same as those used to generate Figs. 17–19. It can be seen that for $\theta = 5^\circ$, the $c_x$ profile is symmetrical about the location of the initial interface. Thus, one could expect an error function like shape (diffusive spreading) after long time in a big domain, as seen by Debacq et al. [24] in a vertical tube. However, in the present case the profile appears to be chaotic. As the angle of tilt increases the $c_x$ profile becomes more asymmetrical about the initial interface position ($\theta = 20^\circ$), reflecting the effects of complex fluid motion. It can also be seen that the $c_x$ profiles are more chaotic for smaller tilt angle. In case of a near horizontal channel ($\theta = 85^\circ$) a relatively smoother $c_x$ profiles are observed. This is due to the fact that with increasing $\theta$, the transverse gravitational force increases, which in turn decreases the interpenetration in the transverse direction as also evident in Fig. 19.

4.3. Effect of Reynolds number

Next, we investigate the effect of varying the Reynolds number, $Re$ on the flow dynamics for $\theta = 60^\circ$, $At = 0.1$ and $\kappa = 0$. As discussed earlier the Reynolds number is defined as $Re \equiv \left( \sqrt{\rho g H / \nu} \right)$ with the characteristic velocity $V \equiv \sqrt{gh}$; the gravity is chosen such that $\sqrt{\rho g} = 0.08$. It is seen in Figs. 24–27 that increasing the value of $Re$ from 300 to 1500, leads to rapid development of the Kelvin–
Helmholtz instabilities which in turn lead to complex dynamics and intricate flow patterns. These KH type instabilities accompanying the flow promote a significant level of transverse interpenetration. As a result, the region separating the heavier and lighter fluids is diffused and it is difficult to identify a clear finger-like structure, such as the one exhibited by the Re = 300 case.

In Fig. 28, we have plotted the profiles of $u$ and $v$ velocities at a location close to the fronts of the two fluids. Séon et al. [38] observed, at a much lower Atwood number, that the velocity of the front decreases with increase in the Reynolds number. At high Reynolds numbers, there is increased transverse interpenetration of the two fluids, which reduces the density difference driving the velocity front. However, at the high Atwood number of 0.1, we observe that there is a non-monotonic variation with Reynolds number. Between Re = 300 and Re = 1000, we see the front velocity to decrease (Fig. 28a). However, at Re = 1500, we observe that the front velocity is greater than that at Re = 300. At Re = 1500, there is a significant amount of small scale structures, and the flow may be transitioning to turbulence. Hence there may not be a clear trend of the behavior of the ‘mixing’ and front dynamics. The $v$-velocity for “red” fluid decreases at Re = 1000, and again increases at Re = 1500. For the “blue” fluid, the positive $u$ velocity increases with Reynolds number. In Fig. 29, we plotted the resultant speed of the front tip against the Reynolds number. This is a single value combining the $x$ and $y$ direction motions at the finger tip that is identified graphically. Here we observe that the tip velocity decreases with the Reynolds number, as also seen by Séon and co-workers at low Atwood number of 0.004. However, since there
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**Fig. 22.** Evolution of the transverse variation of the axial-averaged $\varepsilon (\varepsilon = \rho_1 (\rho_1 - \rho_0))$. The rest of the parameter values are Re = 558.6 and $k = 0$. 

Fig. 23. Evolution of the axial variation of the depth-averaged $c(x) = \frac{\omega(x)(\rho_n - \rho)}{\beta(x)(\rho_n - \rho)}$. The rest of the parameter values are $Re = 558.6$ and $\kappa = 0$.

Fig. 24. Spatio-temporal evolution of the density contours for $Re = 300$. The rest of the parameter values are $h = 6.0/C_176$, $At = 0.1$ and $\kappa = 0$.

Fig. 25. Spatio-temporal evolution of the density contours for $Re = 800$. The rest of the parameter values are $\theta = 60^\circ$, $At = 0.1$ and $\kappa = 0$. 
is a considerable amount of structures in the flow, we believe it is inappropriate to associate all the flow physics with a single quantity.

As in earlier sections, we plot the transverse variation of $C_{22y}$ and axial variation of $C_{22x}$ for Re = 300, 800, 1000 and 1500 in Fig. 30a–h, respectively. The rest of the parameters remain the same as for Fig. 24. It can be seen in Fig. 30a, c, e and g that the variation of $C_{22y}$ is symmetrical in the $y$ direction. This indicates that the buoyancy component in the transverse direction ($g\sin\theta$) has only a small effect on the flow dynamics for this set of parameters. It can be seen that the variation of $C_{22y}$ with time decreases with increasing Reynolds number. The axial variation of $C_{22x}$ in Fig. 30 reflects that the intensity of the instabilities increases with increasing Re. The highly fluctuating $C_{22x}$ is indicative of the complex

**Fig. 26.** Spatio-temporal evolution of the density contours for Re = 1000. The rest of the parameter values are $\theta = 60^\circ$, $At = 0.1$ and $\kappa = 0$.

**Fig. 27.** Spatio-temporal evolution of the density contours for Re = 1500. The rest of the parameter values are $\theta = 60^\circ$, $At = 0.1$ and $\kappa = 0$.

**Fig. 28.** Axial ($u$), and transverse ($v$) transverse profiles for different Re at the locations of the “red”, (a,b), and “blue”, (c,d), finger tips. The rest of the parameter values are $\theta = 60^\circ$, $At = 0.1$ and $\kappa = 0$.

**Fig. 29.** Variation of the front velocity of the “red” fluid, $V_{tip}$ with Re. The rest of the parameter values are $\theta = 60^\circ$, $At = 0.1$ and $\kappa = 0$. 
interface shape, which can also be seen in the density contour plots (Figs. 24–27).

4.4. Effect of surface tension

Finally in Figs. 31–33, we briefly study the effect of surface tension by varying the surface tension parameter, \( \sigma \) from 0.001 to 0.02 with the rest of the parameter values same as in Fig. 17 which corresponds to a case without surface tension (\( \kappa = 0 \)). The surface tension, \( \sigma \) can be related to \( \kappa \) as follows [11]:

\[
\sigma = \kappa \int \left( \frac{\partial \phi}{\partial \zeta} \right)^2 d\zeta,
\]

(27)
ties by Zhang et al. [47]. The present mesoscopic LBM model is similar to what was also seen in the case of Rayleigh–Taylor instability, as was shown by He and co-workers. Subsequently, we compared the results of LBM with those from a finite volume code developed by Ding et al. [10]. Good agreement is seen for a set of typical parameters. The validated code is then used to conduct a series of parametric calculations in which the Atwood number, tilt angle, Reynolds number and the surface tension parameter were varied.

The trends observed in the present simulations are consistent with physical expectations and with previous experimental and computational studies. As the Atwood number is increased, the increased density difference gives rise to stronger buoyancy forces and larger front velocities. For modest density differences, the front velocities of both the heavier and lighter fluids are nearly the same, by mass continuity. At low angles (with the vertical), the interface of the fluids is unstable with generation of the Kelvin–Helmholtz instabilities and small-scale structures, resulting in transverse interpenetration of the fluids into each other. However, as the angle of tilt is increased, the flow structure transitions to one that has more phase segregation because of the action of the transverse gravity component. With further increase in the tilt angle (to a nearly horizontal position), the flow structure becomes more like two individual Poiseuille flows, each balancing frictional forces with the driving gravity force. In such a region, the front velocity decreases with tilt angle. A decrease in fluid viscosity (increase in Reynolds number) makes the front velocity increase in magnitude but we do not observe this at the higher Atwood number studied in our simulations. As the Reynolds number is increased, we observe a formation of a large amount of small scale vortices that mix the two fluids. At high Reynolds numbers, the flow may even have transitioned to turbulence, which need full three-dimensional computations for accurate representation. Lastly, we studied the effect of the surface tension parameter, which makes the structures more and more coherent with increase in its value. The numerical method considered here is able to include such effects much easier than a finite volume method.

The present code has been extended to three dimensions to simulate geometries including a square duct and a circular pipe. We hope to report such simulations in the near future after importing the algorithm to a graphics processor unit for parallel execution. In addition, simulations with transient boundary conditions and variable fluid viscosities are also being considered for the future.

5. Summary and conclusions

In the present study, we have explored the applicability of a multiphase lattice Boltzmann method algorithm proposed by He and co-workers [17,18,47] using non-ideal gas relations to simulate buoyancy-driven mixing of two incompressible, immiscible fluids of different densities. The LBM is a simple, elegant and easy to implement mesoscopic model of fluid flows, sharply in contrast to the nonlinear, coupled Navier–Stokes equations. Although its origins are in simulating compressible flows, it can also be applied for simulating nearly incompressible fluids. The method uses two distribution functions and evaluates the hydrodynamic pressure from the second distribution function, the first one providing an index function. The algorithm was validated first by simulating Rayleigh–Taylor instability as was shown by He and co-workers. Subsequently, we compared the results of LBM with those from a finite volume code developed by Ding et al. [10]. Good agreement is seen for a set of typical parameters. The validated code is then used to conduct a series of parametric calculations in which the Atwood number, tilt angle, Reynolds number and the surface tension parameter were varied.

The trends observed in the present simulations are consistent with physical expectations and with previous experimental and computational studies. As the Atwood number is increased, the increased density difference gives rise to stronger buoyancy forces and larger front velocities. For modest density differences, the front velocities of both the heavier and lighter fluids are nearly the same, by mass continuity. At low angles (with the vertical), the interface of the fluids is unstable with generation of the Kelvin–Helmholtz instabilities and small-scale structures, resulting in transverse interpenetration of the fluids into each other. However, as the angle of tilt is increased, the flow structure transitions to one that has more phase segregation because of the action of the transverse gravity component. With further increase in the tilt angle (to a nearly horizontal position), the flow structure becomes more like two individual Poiseuille flows, each balancing frictional forces with the driving gravity force. In such a region, the front velocity decreases with tilt angle. A decrease in fluid viscosity (increase in Reynolds number) makes the front velocity increase in magnitude but we do not observe this at the higher Atwood number studied in our simulations. As the Reynolds number is increased, we observe a formation of a large amount of small scale vortices that mix the two fluids. At high Reynolds numbers, the flow may even have transitioned to turbulence, which need full three-dimensional computations for accurate representation. Lastly, we studied the effect of the surface tension parameter, which makes the structures more and more coherent with increase in its value. The numerical method considered here is able to include such effects much easier than a finite volume method.

The present code has been extended to three dimensions to simulate geometries including a square duct and a circular pipe. We hope to report such simulations in the near future after importing the algorithm to a graphics processor unit for parallel execution. In addition, simulations with transient boundary conditions and variable fluid viscosities are also being considered for the future.
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Fig. 31. Spatio-temporal evolution of the density contours for $\kappa = 0.001$. The rest of the parameter values are $At = 0.1$, $Re = 558.6$ and $\psi = 45^\circ$.

Fig. 32. Spatio-temporal evolution of the density contours for $\kappa = 0.01$. The rest of the parameter values are $At = 0.1$, $Re = 558.6$ and $\psi = 45^\circ$.

Fig. 33. Spatio-temporal evolution of the density contours for $\kappa = 0.02$. The rest of the parameter values are $At = 0.1$, $Re = 558.6$ and $\psi = 45^\circ$. Where $\zeta$ is the direction normal to the interface and $\phi$ is the index function. In Figs. 31–33, we plot the density contours for different $\kappa$ values. The larger the surface tension, the larger is the coherence in the flow with less mixing. However, the front velocities, as inferred by the progression of the “blue” and “red” fluids into each other appear to be nearly the same. With high surface tension, the fingers are more clearly seen and are less diffusive. This is similar to what was also seen in the case of Rayleigh–Taylor instabilities by Zhang et al. [47]. The present mesoscopic LBM model is able to capture the expected trends.