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1 Morris' Algorithm

We recall the algorithm (due to Morris) for counting the length of a stream.

• Initialize C = 0.

• On seeing a new bit/item, increment C with probability
1

2C
.

• When the stream ends, output 2C as the approximation to the length
of the stream.

Let C(i) be the value of the counter after seeing i items. From the assign-
ment problem, we get E[2C(n)] = n and V ar[2C(n)] ≤ n2. Thus, we can apply

Proposition 1 and get a (ε, δ)-approximation of n, usingO(
1

ε2
log(

1

δ
) log logm)

space.

2 Improving Error and Approximation Guar-

antee

We recall the following from the notes on mean estimation.

Proposition 1 Let X be a random variables such that σ[X] ≤ cE[X]. Let

r =

⌈
32 log

(
1

δ

)⌉
, s =

⌈
16c

ε2

⌉
, and let {Yi,j : 1 ≤ i ≤ r, 1 ≤ j ≤ s} be

independent samples of X. Let Yi =
Yi,1 + . . .+ Yi,s

s
for i = 1, . . . , r and let

Y be the median of Y1, . . . , Yr. Then Y is a (ε, δ)-approximation of E[X].
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